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Using daily fluctuations in local sunshine as an instrument for sentiment, we study its 

effect on day-to-day decisions of lower-level financial officers. Positive sentiment is asso- 

ciated with higher credit approvals, and negative sentiment has the opposite effect of a 

larger magnitude. These effects are stronger when financial decisions require more dis- 

cretion, when reviews are less automated, and when capital constraints are less binding. 

The variation in approval rates affects ex post financial performance and produces signifi- 

cant real effects. Our analysis of the economic channels suggests that sentiment influences 

managers’ risk tolerance and subjective judgment. 

© 2016 Elsevier B.V. All rights reserved. 
1. Introduction 

Corporate outcomes depend on daily financial decisions, 

many of which are made by managers outside the execu- 

tive suite and away from the headquarters. Because these 

decisions nearly always involve personal judgment, they 

may be affected by the agent’s psychological factors, such 

as fluctuations in mood and emotional state, broadly re- 

ferred to as sentiment. 
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Given the inherent subjectivity in corporate decisions, 

understanding the role of sentiment is important. At 

the firm level, sentiment may increase or hinder an 

agent’s productivity and alter the assessment of invest- 

ment projects. For example, Graham, Harvey, and Puri 

(2015) provide survey evidence that up to one-half of man- 

agers rely on their ‘gut feel’ in investment decisions. At 

the aggregate level, sentiment may propagate across agents 

and generate spillovers across markets ( Baker, Wurgler, and 

Yuan, 2012 ). For example, Shiller (2015) attributes the re- 

cent financial crisis to positive sentiment in the financial 

sector which skewed managerial expectations and overex- 

tended financial firms. 

Despite the potential importance of these effects, clean 

evidence on the role of sentiment in corporate decisions is 

difficult to obtain. First, day-to-day financial decisions are 

usually unobservable. Second, even if they could be traced, 

it is difficult to evaluate their outcomes without know- 

ing the opportunity set—namely, the options that were 
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considered but rejected. Third, while sentiment is one of

the most volatile personal traits, it is hard to measure at

the time of the agent’s decision and to separate from the

confounding economic factors. 

Our paper provides micro evidence on the role of sen-

timent in the day-to-day decisions of lower-level financial

officers. To address identification challenges, we focus on

a large number of regular, well-understood decisions at fi-

nancial firms, namely, credit approvals. In this setting, the

decision is standardized, the opportunity set is observable,

and the ex post outcome is clear. With over $1 trillion in

annual transaction volume, this is an economically impor-

tant market with significant real effects. 

As a source of exogenous variation in sentiment that

matches the frequency of financial decisions, while being

uncorrelated with information, we exploit daily variation

in local sunshine across over 2,0 0 0 counties in 1998–

2010. This identification strategy is grounded in prior

evidence on the effect of sunshine on an agent’s mood

from psychology ( Schwarz and Clore, 1983 ), experimental

economics ( Bassi, Colacito, and Fulghieri, 2013 ), and finan-

cial markets ( Hirshleifer and Shumway, 2003; Goetzmann,

Kim, Kumar, and Wang, 2015 ). 

Our main finding is that positive sentiment, attributable

to daily variation in local sunshine, leads to higher credit

approvals, and negative sentiment generates the opposite

effect. Using hourly data on cloud cover for each county-

day, we find that the approval rate for credit applications

increases by 52 basis points (or 0.80%) on perfectly sunny

days and drops by 113 basis points (or 1.41%) on overcast

days. These estimates account for county ∗month fixed

effects which absorb monthly variation in economic fun-

damentals unique to each county, such as investment

opportunities, competition, and managerial skills and in-

centives. Thus, our estimates reflect changes in managerial

decisions relative to the baseline average observed over

the same month, for the same set of firms, and in the

same geographic location. These estimates also control for

the observable fundamentals of loan applications reviewed

on a given county-day, including household income,

leverage, and demographics. 

The variation in credit approvals in response to the sen-

timent primer has significant real effects. A rough estimate

of the extra credit approved on one perfectly sunny day

relative to one fully overcast day is about $150 million na-

tionwide or $91,0 0 0 per county-day. These estimates are

very similar whether we use raw or seasonally adjusted

measures of local sunshine as a source of variation in sen-

timent. 

In the cross-section of loans, the effect of sentiment in-

creases when financial officers have more discretion. For

example, sentiment has a stronger effect on the approvals

of applications by low-income and medium-income house-

holds, which require more judgment. In contrast, the effect

of sentiment disappears when the decision is clear-cut and

when pre-approvals are common—namely, for high-quality

applications from households earning over $10 0,0 0 0 per

year. 

In the cross-section of firms, the effect is stronger for

smaller, local firms. At such firms, approval decisions are

typically less automated, and all of the managerial actions
are confined to the firm’s small geographic domain, thus

allowing for a more precise estimation of sentiment prox-

ies. In contrast, the sentiment effect drops by up to one-

half for large, national firms where managerial decisions

are more standardized and where nonlocal influence is

more likely. 

In the time-series analysis, we find that the economic

importance of sentiment varies across business cycles. For

example, the effect of daily variation in sentiment on offi-

cers’ decisions more than doubles during the credit boom

in the early 20 0 0s. This evidence suggests that sentiment

has a stronger effect on managerial decisions when capital

constraints are less binding and when monitoring is loose. 

Next, to disentangle the effect of managerial discretion

from variation in loan characteristics, we provide evidence

on the relation between daily sunshine and loan pricing—

an important decision variable determined by computer-

ized algorithms. This outcome variable seeks to capture all

of the loan’s hard data, both public and private, but re-

quires little discretionary input from the officer. 

We find no relation between daily sunshine and loan

pricing. This evidence demonstrates that the empirical link

between the sentiment proxy and credit extension is con-

fined to discretionary outcome variables and does not

show up in automated decision outcomes for the same fi-

nancial products. This dichotomy shows that the relation

between sentiment and daily approvals is not driven by an

omitted risk characteristic of the underlying loan, which

would likely affect both discretionary and automated de-

cisions that use the same input data. Another important

conclusion is that higher approval rates on sunny days are

not offset by higher interest rates and represent a measur-

able shift in credit outcomes. 

Next, we evaluate the ex post performance of loans ap-

proved on sunny and cloudy days. The evidence shows

that loans approved on sunny days experience significantly

higher defaults. In particular, a one standard deviation re-

duction in the deseasoned cloud cover on the day of the

loan approval is associated with a 2.7% higher loan default

rate, controlling for observable loan characteristics. While

the variation in weather captures only a fraction of the

daily variation in agents’ moods, these estimates show that

correlated mood changes produce significant real conse-

quences. 

In our final analysis, we consider several non-mutually

exclusive channels through which the variation in sun-

shine may affect officers’ decisions. The first channel—

risk tolerance—suggests that managers in a good mood

show higher risk tolerance and approve a greater frac-

tion of risky loans. Loewenstein, Weber, Hsee, and Welch

(2001) theoretically demonstrate that an individual’s mood

affects risk-taking behavior, and several recent studies find

support for this hypothesis in an experimental setting.

In a controlled experiment, Bassi, Colacito, and Fulghieri

(2013) find that subjects report more positive mood states

on sunny days and, when presented with a choice of lot-

tery payoffs, exhibit higher risk tolerance. In another ex-

periment, Kramer and Weber (2012) find that an individ-

ual’s tolerance to financial risks increases with the amount

of sunlight and connect their findings to the link between

emotional state and risk aversion. 
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Our evidence suggests that the risk tolerance chan- 

nel contributes to the behavior of financial officers. Using 

salient measures of loan risk, available to the officer at the 

time of application review, we find that an increase in local 

sunshine is associated with riskier lending. A change in the 

deseasoned cloud cover from the score of 8 (overcast) to 0 

(perfectly sunny) on the day of the loan approval is asso- 

ciated with a 108 basis-point increase in the loan-to-value 

ratio and a 3.4 point drop in the credit score of approved 

loans. The salience of these risk measures at the time of 

loan approval suggests that officers show higher risk toler- 

ance on positive sentiment days. 

The second channel—mood attribution—posits that a 

positive (negative) mood generates an upward (downward) 

bias in the subjective assessment of application quality. For 

example, an officer in a good mood may evaluate the same 

loan data more favorably, and such assessments can lead to 

higher loan approvals. This channel is grounded in the ev- 

idence from psychology that subjects project their moods 

from one setting (weather) onto unrelated economic tasks, 

such as assessments of quality, satisfaction, and economic 

outcomes. 1 When primed by positive states, agents also 

show greater confidence in their subjective judgments and 

a stronger reliance on personal discretion in their deci- 

sions. 

The evidence suggests that the mood attribution chan- 

nel is likely operative in our setting. When we investigate 

the reasons stated by loan officers for their decisions, we 

find that a loan with the same quantitative measures of 

risk is less likely to be rejected for subjective reasons (dis- 

cussed in the empirical section) on sunny days, compared 

to an observationally similar loan reviewed in the same 

county during the same month. In other words, an increase 

in local sunshine corresponds to a decline in the fraction of 

loans denied for subjective reasons, possibly because an of- 

ficer interprets the same information more favorably when 

primed with a positive mood stimulus. 

Second, while loans approved on sunny days are ob- 

servably riskier, consistent with higher risk tolerance, they 

default significantly more often than would be expected 

based on their observable risk characteristics. This result 

appears consistent with an upward bias in the assessment 

of loan quality over and above the available risk character- 

istics. 

The third channel—allocation of effort—posit s that vari- 

ation in sunshine affects managers’ productivity or leads 

them to selectively review particular applications. For ex- 

ample, if managers incur disutility from reporting nega- 

tive outcomes on positive sentiment days, they may se- 

lectively review stronger applications on sunny days and 

postpone their rejections to cloudy days. Alternatively, sun- 

shine may affect managerial effort spent on application re- 

views. If managers allocate less time to application reviews 

on sunny days, they may review a greater fraction of quick- 

to-approve loans to free up time for an early departure, 

thus increasing the average approval rate. 
1 For example, Schwarz and Clore (1983), Wann et al. (1994) , and Rind 

(1996) , among many others. 
We find little support for this channel. The evidence 

shows no discernible relation between daily variation in 

local sunshine and the volume or quality of applications 

reviewed. We also find no evidence that an increase in 

loan approvals on sunny days is followed by an abnormal 

drop in loan approvals over the next several days, as would 

be expected if managers selectively approved stronger ap- 

plications, while creating a backlog of denials that would 

be cleared later. Similarly, we do not find that a decline in 

loan approvals on cloudy days is followed by an abnormal 

increase in loan approvals. 

In another test of the effort allocation channel, we in- 

vestigate selection of applications on unobservable mea- 

sures of quality. For example, a loan officer may choose to 

review applications with negative soft information on over- 

cast days, resulting in a lower approval rate. This practice 

will create a backlog of applications with positive soft in- 

formation that would be approved over the next several 

days. If these unobservable characteristics are important 

for loan performance, they should be ultimately reflected 

in loan defaults. Therefore, under such a scenario, loans 

approved over the next several days after an overcast day 

should be unobservably better and less likely to default. In 

contrast, we find that daily measures of sunshine are un- 

related to the average default rate of loans approved in the 

same county over subsequent days, an outcome inconsis- 

tent with selection on unobservables. 

Our findings have important implications. First, changes 

in an agent’s mood influence important daily decisions at 

financial firms. These effects arise even when trained fi- 

nancial experts repeatedly evaluate standardized projects, 

have access to verified data, and observe the outcomes of 

their decisions. Second, when common psychological fac- 

tors drive correlated mood changes across decision agents, 

they produce significant real consequences. Third, the 

mechanism underlying the effect of mood on economic de- 

cisions is likely linked to changes in risk tolerance and sub- 

jective judgment. 

The central contribution of this article is to provide mi- 

cro evidence on the effect of daily sentiment on routine 

corporate decisions and to evaluate its real outcomes. To 

our knowledge, this paper is one of the first to investi- 

gate and contrast a number of channels through which 

the mood of lower-level financial officers affects their 

decisions. 

2. Related literature 

Our paper is part of the literature in behavioral corpo- 

rate finance that studies the effect of psychological fac- 

tors on economic decisions, a strand of work surveyed 

in Baker and Wurgler (2012) . Prior evidence shows that 

managerial decisions are affected by a number of psycho- 

logical traits. So far, the literature has focused mostly on 

time-persistent traits, such as confidence ( Malmendier and 

Tate, 2005, 2008; Gervais, Heaton, and Odean, 2011 ), ex- 

traversion ( Green, Jame, and Lock, 2015 ), and propensity 

to anchoring ( Dougal, Engelberg, Parsons, and Van Wesep, 

2015 ). 
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While these long-run characteristics determine a dis-

tinct managerial style, day-to-day decisions vary for the

same managers and comparable information sets. For ex-

ample, about a half of surveyed managers admit that they

approve or deny projects based on a ‘gut feel,’ a sub-

jective assessment at the time of the decision ( Graham,

Harvey, and Puri, 2015 ). Evidence in psychology suggests

that an agent’s mood is one of the most powerful high-

frequency factors that influence subjective judgments. Our

paper studies subjective decisions on millions of standard-

ized projects and shows how managers adjust their deci-

sions in response to mood primers, while most other char-

acteristics remain constant. 

Prior work in behavioral corporate finance has focused

mostly on financial policies of the upper management,

such as leverage ( Malmendier, Tate, and Yan, 2011; Dittmar

and Duchin, 2016 ), financing ( Green, Hwang, and Wang,

2015 ), investment ( Gervais, 2010 ), acquisitions ( Ahern,

Daminelli, and Fracassi, 2015 ), and research and develop-

ment ( Hirshleifer, Low, and Teoh, 2012 ). While these strate-

gic choices are made in the executive suite, their imple-

mentation depends on the decisions of managers much

further down in the hierarchy. For example, investment

budgets ultimately trickle down to department managers

who allocate them across projects. Similarly, while the

top management at financial firms determines the over-

all credit policy, the quality of credit origination depends

on the decisions of thousands of loan officers. In contrast

to the focus on the infrequent policy changes by the top

management, we provide evidence on the daily decisions

of lower-level officers that underpin their execution. 

Our paper also adds to the emerging literature on the

role of behavioral factors in credit origination. Engelberg,

Gao, and Parsons (2012) find that personal connections be-

tween firm employees and bank managers are associated

with more favorable lending terms, such as larger loan

amounts and less restrictive covenants. Using an electronic

peer-to-peer lending market, Duarte, Siegel, and Young

(2012) provide evidence that micro-lending decisions are

affected by the creditor’s perception of the borrower’s

trustworthiness and physical appearance. In a field exper-

iment in India, Chen, Moskowitz, and Shue (2015) find

that loan officers underestimate the likelihood of sequen-

tial streaks under the law of small numbers. Our paper ex-

tends this literature by studying the role of loan officers’

moods in one of the most liquid and competitive credit

markets. In contrast to a focus on idiosyncratic character-

istics which may cancel out in the aggregate, we show

that changes in mood can be correlated across agents and

geographic markets and demonstrate that such correlated

changes produce significant real effects. 

3. Empirical design and data 

This section motivates our focus on sunshine as a

primer of mood and serves as a starting point for evalu-

ating its relevance and exogeneity. We also provide insti-

tutional details on the loan approval process, loan officers,

and their decision outcomes. 
3.1. Sunshine as a mood primer 

We exploit variation in local sunshine as a driver of

an agent’s mood. This approach is motivated by a ro-

bust monotonic relation between sunshine and mood doc-

umented in multiple contexts in psychology, neurobiology,

medicine, and experimental economics. In this subsection,

we briefly discuss this evidence as a first step in assessing

the relevance of sunshine as a primer for managerial mood

and evaluate other properties of this instrument. 

The effect of daily sunshine on mood has been estab-

lished and replicated in a variety of research settings in

social psychology and experimental economics over the

past few decades. In early work, Persinger (1975) and

Cunningham (1979) show that sunshine is positively cor-

related with self-reported mood, and Schwarz and Clore

(1983) find that subjects queried on sunny days report

happier moods and greater life satisfaction than those

queried on overcast days. Parrott and Sabini (1990) demon-

strate that subjects’ exposure to clear and cloudy skies

serves as an effective way of eliciting happy and sad

moods, respectively. More recently, Scott (2007) examines

how subjects’ daily moods vary with daily local sunshine

over several weeks and concludes that “sunshine was iden-

tified as the crucial factor for mood adjustment.” Bassi, Co-

lacito, and Fulghieri (2013) randomly assign subjects to ex-

perimental sessions held on sunny and overcast days and

find that sunshine leads to significantly more positive self-

reported mood. 

Sunshine is the most robust environmental mood

primer. It produces a large and monotonic effect on mood.

Persinger and Levesque (1983) show that weather condi-

tions explain about 40% of daily variation in mood and find

that sunshine has the strongest immediate effect. Howarth

and Hoffman (1984) examine eight weather variables and

find that the number of hours of sunshine is the only one

related to optimism scores. Rind (1996) conducts a study in

which subjects are exposed to multiple weather conditions

and finds that sunshine influences self-reported mood and

subjects’ behavior, but other environmental factors such as

temperature and precipitation have no incremental effect.

Saunders (1993) reaches a similar conclusion in a study

of the effect of weather on stock prices after considering

other environmental factors, such as temperature, precipi-

tation, humidity, and wind. 

Research in neurobiology reveals the mechanism that

underlies the robust relation between sunshine and human

mood. Among recent studies, Lambert, Reid, Kaye, Jen-

nings, and Esler (2002), Praschak-Rieder, Willeit, Wilson,

Houle, and Meyer (2008) , and Spindelegger, Stein, Wad-

sak, Fink, Mitterhauser, Moser, Savli, Mien, Akimova, Hahn,

Willeit, Kletter, Kasper, and Lanzenberger (2012) provide

evidence that sunlight increases the release of serotonin,

a monoamine neurotransmitter associated with happiness

and elevated emotional states. The significance of this ef-

fect is illustrated by the fact that many antidepressant

medications target the secretion of serotonin in order to

treat mood disorders and depression. In contrast, a drop

in sunlight triggers the production of melatonin, a hor-

mone secreted by the pineal gland in the brain and as-

sociated with depression, fatigue, and sleepiness. Exposure
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to sunlight halts the secretion of melatonin. Crowley, Lee, 

Tseng, Fogg, and Eastman (2003) and Claustrat and Leston 

(2015) provide recent evidence on the effect of sunlight on 

melatonin secretion. 

The efficacy of sunlight as a mood stimulus is also 

demonstrated by research in medicine, which shows that 

the administration of sunlight, or light therapy, is an ef- 

fective mood altering treatment. In controlled-trial com- 

parisons, light therapy has been found as effective as an- 

tidepressants in treating mood disorders, while providing a 

quicker therapeutic effect ( Lam, Levitt, Levitan, Enns, More- 

house, Michalak, and Tam 2006 ). When combined with 

antidepressants, exposure to sunlight strengthens and ac- 

celerates patients’ mood adjustments ( Benedetti, Colombo, 

Pontiggia, Bernasconi, Florita, and Smeraldi, 2003 ). Recent 

clinical work suggests light therapy as the first-line treat- 

ment for many types of mood disturbances and depressive 

disorders, citing its efficacy and few side effects ( Prasko, 

2008; Sanassi, 2014 ). 

In addition to serving as a powerful mood stimulus, 

sunshine has several other useful properties for identifi- 

cation. First, changes in sunshine are plausibly orthogonal 

to economic fundamentals. Second, variation in sunshine 

is measured at a frequency that closely matches the fre- 

quency of economic decisions in our setting. By exploiting 

daily variation in sunshine, our empirical design holds con- 

stant other drivers of economic decisions which remain in- 

variant in the short run, such as firm policies, market fun- 

damentals, managerial incentives and expertise, and many 

others. Third, in contrast to national measures of sentiment 

that assume market-wide homogeneity, this proxy affords 

rich cross-sectional variation across geographic regions on 

any given day. 

Combined together, these properties generate an exoge- 

nous, high-frequency driver of mood unique to each geo- 

graphic market. In contrast to measures of sentiment in- 

ferred from various forms of economic activity (surveyed 

in Baker and Wurgler, 2007; Da, Engelberg, and Gao, 2015 ), 

this approach allows us to separate the effect of mood 

on economic outcomes from the reverse relation—the ef- 

fect of economic conditions on mood. This distinction is 

important because causality could run in both directions. 

For example, Karabulut (2013) argues that investor senti- 

ment inferred from social media drives stock returns, while 

Cowgill and Zitzewitz (2013) suggest that causality runs in 

the opposite way—namely, a firm’s stock return drives the 

mood of its employees. Finally, in contrast to sentiment 

proxies inferred from observable activities, in which the 

driver of mood is typically unknown, our empirical design 

isolates the identifying source of its variation—namely, an 

exogenous environmental factor. 

3.2. Weather data 

We obtain data on local weather from the Integrated 

Surface Database of the National Oceanic and Atmospheric 

Administration (NOAA), a federal agency tasked with mon- 

itoring the oceans and the atmosphere. The NOAA database 

contains hourly weather observations from over 35,0 0 0 

weather stations in the U.S. and abroad, of which 14,0 0 0 

stations are active. Using the geographic coordinates of 
each weather station, we map stations to U.S. counties 

by selecting the weather station closest to the geographic 

center of the county. To ensure precise measurement of 

weather conditions, we exclude 73 counties (2.4% of all 

counties) located more than 50 miles from the nearest 

weather station. The average (median) distance from the 

county center to the nearest weather station is 19 (18) 

miles. 

Cloud cover conditions are reported hourly on a nine- 

point scale, ranging from 0 (clear) to 8 (overcast). To con- 

struct our first measure of cloudiness, Cloud cover , we use 

the mean score of cloud cover between 8 a.m. and 4 p.m. 

(local time) at each weather station, following the ap- 

proach in Loughran and Schultz (2004) . Table 1 , Panel A, 

shows that the average (median) Cloud cover is 3.4 (2.8). 

The data reveal large time-series variation: in the average 

county-month, the standard deviation of Cloud cover is 3.1, 

a magnitude comparable to the mean. 

In addition to the average cloud cover, we introduce 

two indicator variables, Sunny and Overcast , which cor- 

respond to county-days with perfectly clear skies (daily 

Cloud cover = 0) and fully overcast skies (daily Cloud 

cover = 8), respectively. These variables test for asymmetry 

in the effect of positive and negative primers of mood. This 

research design is motivated by evidence in psychology 

that subjects respond more strongly to negative changes 

in mood than to positive changes of similar magnitude 

(e.g., Baumeister, Bratslavsky, Finkenauer, and Vohs, 2001 ). 

This prediction also follows from the prospect theory of 

Kahneman and Tversky (1979) . In particular, if the aver- 

age cloud cover serves as a reference point for a given day, 

drops below the reference point are expected to generate 

larger economic effects than comparable increases above 

the reference point. Panel A shows that about one-quarter 

of county-days are perfectly sunny or fully overcast be- 

tween 8 a.m. and 4 p.m. These indicators provide consis- 

tent primers of mood, whether the manager observes the 

weather on the way to work, during his workday, or during 

the lunch break. 

Our final measure of sunshine, Deseasoned cloud cover 

(DCC) , removes seasonal variation in weather specific to a 

given location. This measure is motivated by two factors. 

First, it separates changes in weather from seasonal vari- 

ation in daylight associated with seasonal affective disor- 

der, a factor that has been shown to alter subjects’ risk 

tolerance in experimental settings ( Kramer and Weber, 

2012 ) and financial markets ( Kamstra, Kramer, and Levi, 

2003;Kamstra, Kramer, Levi, and Wermers, 2016 ). Second, 

by deseasoning our measure of cloud cover, we remove 

the effect of predictable intra-year economic cycles, such 

as seasonality in earnings, home sales, and credit demand. 

Following the intuition in Hirshleifer and Shumway (2003) , 

we compute daily DCC by subtracting the average cloud 

cover observed in the same county during the same work- 

week of the year over the trailing three years. For example, 

to compute DCC on May 10, 2010 in Chicago, we record 

the actual Cloud cover on that day and then subtract the 

average Cloud cover in Chicago that was observed during 

the same (20th) workweek of the year over the trailing 

three years. The average cloud cover for the same time 

of the year in the near past provides a stable estimate of 
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Table 1 

Summary statistics. 

This table reports summary statistics for the main sample, which comprises mortgage applications reviewed in 1998–2010 by 

7,748 FDIC-insured depository institutions subject to mandatory reporting under the Home Mortgage Disclosure Act (HMDA). The 

reported figures are sample-wide statistics unless stated otherwise. Panel A reports weather conditions based on data from the Na- 

tional Oceanic and Atmospheric Administration. Panel B covers loan officers and financial firms. Data on loan officers’ compensation 

are from the Bureau of Labor Statistics for 2010. Data on financial firms are from Call Reports and CRSP. Data on bank branches 

are from the FDIC Summary of Deposits. Panel C shows summary statistics for loan applications. Data on loan applications are from 

the confidential version of the HMDA loan application registry obtained from the Federal Reserve Board. Data on loan interest rates, 

loan-to-value ratios, default rates, low-documentation borrowers, and FICO scores are reported for originated loans and come from 

LPS Applied Analytics. Variable definitions appear in Appendix A . 

Mean 25th percentile Median 75th percentile Standard deviation 

Panel A: Weather conditions 

Distance to nearest weather station (miles) 19.38 8.52 17.70 27.32 11.63 

Cloud cover (scale of 0–8) 3.44 0.00 2.78 6.86 3.14 

Overcast indicator 0.27 0.00 0.00 1.00 0.44 

Sunny indicator 0.26 0.00 0.00 1.00 0.44 

Deseasoned cloud cover (DCC) −0.04 −2.52 −0.53 2.48 3.08 

Panel B: Firms and loan officers 

Loan officer compensation ($ per year) 65,900 40,340 56,490 80,140 32,809 

Firm book assets ($ mil.) 2,011 99 201 457 28,500 

Number of branches per firm 35 3 7 15 211 

Publicly traded indicator (%) 7.6 0.0 0.0 0.0 0.4 

Market value of equity ($ mil.) 2,374 38 116 443 13,300 

Panel C: Borrower and loan characteristics 

Borrower income ($ per year) 85,726 46,0 0 0 66,333 97,0 0 0 104,294 

Loan amount ($) 207,912 76,0 0 0 140,0 0 0 250,0 0 0 352,319 

Debt-to-income ratio (DTI, %) 194.6 130.9 188.7 254.8 134.5 

Fraction of minority applicants (%) 30.3 14.3 25.0 50.0 19.0 

Fraction of low-documentation applicants (%) 23.3 10.5 19.0 33.3 17.7 

Days from application submission to review 40 9 28 52 48 

Applications reviewed per county-day 35.1 7.8 14.1 27.8 190.5 

Loan approval rate (%) 65.11 58.95 65.73 72.30 10.93 

Loan interest rate (%) 6.16 5.50 6.26 7.00 1.33 

Loan-to-value ratio (LTV, %) 83.7 77.7 84.7 92.8 12.0 

FICO score 707 676 712 744 54 

Loan default rate (%) 2.60 0.50 1.19 8.72 8.91 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

normal weather conditions in a given location. As a result,

DCC can be interpreted as abnormal cloud cover relative

to the expected weather conditions during a given time

of the year. Panel A shows that the average value of DCC

is very close to zero, as expected from variable construc-

tion. Yet, the variable shows a large standard deviation of

3.1, a value comparable to the average daily cloud cover

(3.4). This demonstrates that a large fraction of variation

in daily sunshine cannot be easily predicted from seasonal

patterns, a property that supports the exogeneity of the

mood primer. 

3.3. Loan officers and the loan review process 

Our empirical analysis focuses on reviews of routine

loans with well-standardized risk characteristics—namely,

residential mortgages. The review process begins when a

potential borrower submits a mortgage application. The

application is then assigned to a loan officer at the branch

where the application is submitted. A typical branch em-

ploys one or two loan officers, and the average number of

loan officers per branch is 1.34 (untabulated). 2 
2 Specifically, in 2010, there are 132,230 mortgage officers at depository 

institutions (Bureau of Labor Statistics) working at 98,519 bank branches 

(Federal Deposit Insurance Corporation (FDIC) Summary of Deposits). 

 

 

 

After the application is screened for completeness, the

loan officer initiates the data verification process, which

usually takes several weeks. During this period, the officer

obtains information on the borrower’s credit history, finan-

cial obligations, legal compliance, and employment records.

Because this information comes from multiple sources,

such as credit bureaus, state and federal agencies, and in-

ternal records, there is a significant time lag between the

date of application submission and the date of application

review. The duration of this time lag depends on a largely

exogenous factor, namely, the combined response time of

outside agencies which provide the information requested.

The large temporal gap between the date of application

submission and the date of application review, unique to

each application, allows us to separate the effect of senti-

ment on credit supply (loan approvals) from the effect of

sentiment on credit demand (mortgage applications). 

After all the data have arrived, the application becomes

complete and undergoes a formal review. To arrive at a

decision, the officer may take into account hard and soft

information, use personal judgment, and rely on financial

software. Our discussions with loan officers indicate that

this review nearly always takes less than one day. Be-

cause loan officers hold decision rights and use personal

judgment, their decisions—like most corporate decisions—

involve discretion. Recent work confirms that loan officers



398 K. Cortés et al. / Journal of Financial Economics 121 (2016) 392–413 
hold decision rights and exercise discretion in mortgage 

approvals ( Tzioumis and Gee, 2013 ). 

The compensation of a loan officer depends on the 

number of loans originated and their subsequent perfor- 

mance. The typical loan officer is rewarded for originat- 

ing well-performing loans and penalized for loan defaults. 

These performance incentives are important, as evidenced 

by the large cross-sectional variation in the realized com- 

pensation of loan officers. Table 1 , Panel B, shows aggre- 

gate compensation data from the Bureau of Labor Statistics 

for 2010. The average (median) loan officer earns $65,900 

($56,490) per year. The 25th and 75th compensation per- 

centiles are $40,340 and $80,140, respectively. Consistent 

with the important role of performance incentives, the 

cross-sectional interquartile range ($39,800) is about three 

quarters of the median. 

Loan officers are educated and certified financial man- 

agers. They must obtain a Mortgage Loan Originator li- 

cense, which has to be renewed annually. To obtain a li- 

cense, an officer must satisfy education and coursework 

requirements, pass an examination, and complete back- 

ground checks. In addition, many officers undergo addi- 

tional certification and training programs via the American 

Bankers Association and the Mortgage Bankers Association. 

To summarize, loan officers provide a useful laboratory 

setting for studying the decisions of lower-level corporate 

officers because they hold decision rights, rely on personal 

discretion, have performance incentives, and possess finan- 

cial knowledge. 

3.4. Loan data and sample construction 

Our main data set is the confidential version of the 

Home Mortgage Disclosure Act (HMDA) loan application 

registry obtained from the Board of Governors of the Fed- 

eral Reserve System. This administrative data set, based 

on mandatory reporting to financial regulators, covers 

all mortgage applications reviewed by qualified financial 

firms. 3 To be included in the data, a firm must have at 

least one office branch in any metropolitan statistical area 

and meet the minimum size threshold. In 2004, the me- 

dian sample year, this reporting threshold is $33 million in 

book assets, equivalent to the 14th size percentile of FDIC- 

insured depository institutions. Because of the low report- 

ing threshold, the data set covers the majority of lenders, 

both publicly traded and privately held, and accounts for 

about 90% of the U.S. mortgage market. Table 1 , Panel B, 

provides summary statistics for the 7,748 financial firms in 

our sample. The average firm owns book assets worth $2 

billion and operates 35 branches. 7.6% of firms are publicly 

traded, and the average equity value of a public firm is $2.4 

billion. 

For each loan application, the data set provides bor- 

rower characteristics (e.g., income and race), loan at- 

tributes (e.g., loan amount and purpose), property charac- 

teristics (e.g., type and location at the level of a U.S. cen- 

sus tract), and the decision on the loan application (e.g., 
3 For a detailed description of the HMDA data set, see Duchin and 

Sosyura (2014) . 
approved, denied, or closed for incompleteness). Our con- 

fidential version of the database also provides the date 

when the application is submitted and the date when the 

decision action is taken. If the decision action is a denial, 

the data set typically provides the loan officer’s stated rea- 

son for denial. While the data reveal the identity of the 

loan officer’s firm, the identity and personal characteristics 

of the loan officer are not reported. 

To trace the performance of approved loans, we use 

Lender Processing Services (LPS) Applied Analytics, a data 

set compiled by Black Knight Financial Services Group. 

These data provide loan-level monthly status updates, in- 

cluding information on repayments, delinquencies, and 

loan modifications. The information comes from loan ser- 

vicers and covers approximately two-thirds of the mort- 

gage market, according to the estimates from the data 

provider. For each originated loan, the data include risk 

characteristics (e.g., FICO score and loan-to-value ratio), 

loan pricing information (e.g., loan amount, maturity, and 

interest rate), and property characteristics (e.g., appraised 

amount, geographic location, and property type). The data 

set also provides information on the date of loan origina- 

tion and the identity of the financial firm approving the 

loan. Because this database focuses on loan performance, 

the data cover only originated loans. 

To construct our sample, we begin with the universe 

of all HMDA loan applications submitted in 1998–2010 to 

FDIC-insured depository institutions included in the FDIC 

Summary of Deposits (SOD). Our sample starts in 1998 be- 

cause data on loan performance are sparse in earlier years. 

To screen out possible data errors, we drop observations 

with missing decision action dates or decision action dates 

that fall on non-workdays. We also drop applications that 

were closed for incompleteness or withdrawn by the ap- 

plicant before a decision was made. Finally, using the an- 

nual SOD panel on the locations of all bank branches, we 

drop loan applications filed with lenders that do not have 

a branch in the county of the mortgage property. These 

observations comprise broker-originated applications sent 

to external processing centers in which the location of the 

loan officer cannot be inferred from the property location. 4 

Table 1 , Panel C, provides summary statistics on loan 

applications. The median borrower earns about $66,0 0 0 

per year and applies for a $140,0 0 0 mortgage. The debt-to- 

income ratio, a measure of loan risk, has a mean of 195% 

and a standard deviation of 135%, revealing large cross- 

sectional variation. The average (median) period between 

the date of application submission and the decision action 

date is 40 (28) days, and the standard deviation is 48 days, 

consistent with the discussed variation in agency response 

times during data verification. On the average county-day, 

35 applications are reviewed, and the average application 

approval rate is 65.1%. 

The bottom rows of Panel C report data on originated 

loans. The average loan is issued to a borrower with a 

FICO score of 707, has a loan-to-value ratio of 84%, and car- 

ries an annual interest rate of 6.16%. Among the originated 
4 Cortés (2014) provides additional details on identifying these nonlocal 

lenders. 
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loans, 2.6% experience default (defined as a 90-day delin-

quency or foreclosure) within two years of origination. 

4. Main results 

This section studies how the variation in daily sunshine

affects the decisions of loan officers and their subsequent

outcomes. We begin with an analysis of loan approvals,

proceed with an investigation of loan pricing, and conclude

with an examination of loan performance and real effects. 

4.1. Loan approvals 

This subsection studies the effect of sunshine on loan

approvals. We first discuss the empirical model, then pro-

vide univariate regression evidence, and continue with

multivariate analysis. 

To examine the effect of local sunshine on loan ap-

provals, we estimate a linear fixed effects model explain-

ing daily loan approval rates in each county. The depen-

dent variable—the loan approval rate (in percent)—is the

ratio of the number of loan applications approved to the

number of loan applications reviewed, a definition that ac-

counts for daily variation in loan officers’ workloads. The

main independent variable of interest is a measure of sun-

shine on a given county-day, which serves as a primer of

mood. 

To account for daily variation in the quality of applica-

tions reviewed, control variables include the average bor-

rower income, the average debt-to-income ratio of appli-

cations reviewed (in percent), and the fraction of applica-

tions from minority borrowers (in percent). The debt-to-

income ratio captures a borrower’s ability to service the

loan from regular earnings and serves as a common mea-

sure of loan risk in the mortgage industry. 5 To account for

cross-county heterogeneity in borrower risk characteristics

and changes in economic conditions over time, all regres-

sions include county ∗month fixed effects. This specification

captures all changes in economic variables that operate at

a monthly frequency, such as changes in employment, real

estate prices, and seasonal business patterns. With the in-

clusion of these fixed effects, the coefficients on the main

variables of interest can be interpreted as changes in loan

approval rates in response to variation in local sunshine

relative to the average approval rate for applications of

similar quality observed in the same county over the same

month. 

The unit of observation is a county-day. This aggrega-

tion method allows for arbitrary correlations in loan ap-

provals between applications from the same county and

mitigates the influence of outliers. To account for within-

county serial correlation in the error term, standard errors

are clustered by county. 

Table 2 , Panel A, shows univariate evidence that lo-

cal sunshine is associated with higher loan approvals. This
5 For example, the debt-to-income ratio is the main criterion used by 

the regulators to evaluate borrower risk and eligibility for federal assis- 

tance programs, such as the Federal Home Affordable Modification Pro- 

gram. An advantage of this measure is its availability for all applications. 

In the analysis of loan performance, we use FICO scores (available only 

for originated loans). 
conclusion persists across all measures of sunshine, with

point estimates reliably significant at the 1% level and eco-

nomically important. According to the point estimate in

column 1, a one-unit decrease in Cloud cover (measured on

the scale from 0 to 8) is associated with a 16.5 basis-point

increase in the local loan approval rate. Based on this esti-

mate, a decrease in Cloud cover from the score of 8 (over-

cast) to 0 (clear skies) corresponds to a 132 basis-point in-

crease in the loan approval rate. 

Columns 2 and 3 reveal some asymmetry in eco-

nomic magnitudes between positive and negative primers

of mood. On days with perfectly clear skies (the indicator

Sunny ), the loan approval rate increases by 53 basis points

(bps), but on days with fully overcast skies (the indicator

Overcast ), the approval rate drops by 117 bps relative to

the average loan approval rate in the same county over

the same month. These results are consistent with prior

evidence in psychology, medicine, and experimental eco-

nomics that negative primers of mood produce economi-

cally larger effects. 6 Relative to the average approval rate

of 65%, these estimates correspond to economically signif-

icant marginal effects of 0.82% and 1.77%, respectively. Ob-

served in a deep and competitive loan market, these effects

are associated with economically large changes in origi-

nated credit. For example, based on the average daily vol-

ume of 57,0 0 0 applications and the average loan amount

of $207,912, a rough estimate of the extra credit approved

on one perfectly sunny day ( Cloud cover = 0) relative to

one fully overcast day ( Cloud cover = 8) nationwide is about

$156 million. 7 Column 4 shows that the effect of sunshine

holds robustly after accounting for seasonal variation in

weather, captured by the deseasoned measure DCC . A de-

crease in DCC from the score of 8 to 0 corresponds to a 129

bps increase in the loan approval rate. This effect is eco-

nomically comparable to that of the unadjusted measure

of cloud cover, suggesting that the results are driven by

daily variation in local sunshine over and above seasonal

patterns. 

Table 2 , Panel B, shows multivariate evidence on the

effect of sunshine on loan approvals with a full system

of controls and fixed effects. The economic magnitude

and statistical significance of the effect of sunshine on

loan approvals remains virtually unchanged after intro-

ducing controls for borrower income, demographics, and

loan risk, in addition to county ∗month fixed effects. For

example, the point estimates on Cloud cover and DCC

(coefficients = −0.160 and −0.156, respectively), are nearly

identical to those observed in the univariate regressions

in Panel A (coefficients = −0.165 and −0.161, respectively).

This evidence suggests that daily variation in weather is

uncorrelated with the characteristics of loan applications

that become ready for review. This empirical pattern sup-

ports the exogeneity of the mood primer. Based on the
6 See, for example, Baumeister et al. (2001) and the references therein. 
7 This estimate is calculated as follows: based on column 1 of Table 2 , 

Panel A, a change in Cloud cover from 8 to 0 is associated with an in- 

crease of 0.165 ∗8 = 1.32% in the daily application approval rate. Nation- 

wide, this number implies the approval of 57,0 0 0 ∗0.0132 = 752 more ap- 

plications on a given day, or 752 ∗207,912 = $156.3 million in extra credit 

origination. 
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Table 2 

Loan approvals. 

This table studies the relation between local weather conditions and loan approvals. 

The dependent variable is the loan approval rate (in percent), defined as the ratio of the 

number of loan applications approved to the number of loan applications reviewed on 

a given county-day. The main variable of interest is one of the measures of local cloud 

cover on the county-day when a decision on a loan application is made. Panels A and B 

show univariate and multivariate regressions, respectively. Debt-to-income is the ratio of 

the requested loan amount to borrower income, stated in percent. Income is the annual 

income of the borrower, stated in thousands of dollars. Fraction of minority applicants is 

the ratio of applications from non-white borrowers to all applications reviewed on a given 

county-day, stated in percent. Other variable definitions appear in Appendix A . The unit 

of observation is a county-day. All regressions include county ∗month fixed effects. Stan- 

dard errors (in parentheses) are clustered by county. Significance levels are indicated as 

follows: ∗= 10%, ∗∗= 5%, ∗∗∗= 1%. See Table 1 for sample descriptive characteristics. 

Model (1) (2) (3) (4) 

Panel A: Univariate regressions 

Cloud cover −0.165 ∗∗∗

(0.00933) 

Overcast −1.169 ∗∗∗

(0.0685) 

Sunny 0.525 ∗∗∗

(0.0679) 

Deseasoned cloud cover −0.161 ∗∗∗

(0.00997) 

County ∗month fixed effects Yes Yes Yes Yes 

Observations 3,223,181 3,223,181 3,223,181 2,924,420 

R -squared 0.164 0.164 0.164 0.163 

Panel B: Multivariate regressions 

Cloud cover −0.160 ∗∗∗

(0.009) 

Overcast −1.128 ∗∗∗

(0.067) 

Sunny 0.520 ∗∗∗

(0.067) 

Deseasoned cloud cover −0.156 ∗∗∗

(0.010) 

Debt-to-income −0.060 ∗∗ −0.060 ∗∗ −0.060 ∗∗ −0.060 ∗∗

(0.024) (0.024) (0.024) (0.024) 

Income 1.920 ∗∗∗ 1.920 ∗∗∗ 1.920 ∗∗∗ 1.800 ∗∗∗

(0.318) (0.319) (0.318) (0.328) 

Fraction of minority applicants −0.084 ∗∗∗ −0.084 ∗∗∗ −0.084 ∗∗∗ −0.084 ∗∗∗

(0.004) (0.004) (0.004) (0 0 04) 

County ∗month fixed effects Yes Yes Yes Yes 

Observations 3,223,181 3,223,181 3,223,181 2,924,420 

R -squared 0.192 0.192 0.191 0.191 
point estimates in columns 2 and 3, loan approval rates 

increase by 52 bps on sunny days and drop by 113 bps on 

cloudy days. Based on the point estimate in column 4, an 

8-unit reduction in DCC corresponds to a 125 bps increase 

in the loan approval rate, equivalent to $147.9 million in 

extra credit for one day nationwide or 90,816 per county- 

day. 8 Given the large daily volatility in sunshine within any 

given season indicated by the standard deviation of DCC , 

these estimates suggest large economic effects over longer 

horizons. 
8 This estimate is calculated as follows: based on column 4 of Table 

2 , Panel B, an 8-point change in DCC is associated with an increase of 

0.156 ∗8 = 1.248% in the daily application approval rate. Nationwide, this 

number implies the approval of 57,0 0 0 ∗0.01248 = 711.4 more applications 

on a given day, or 711.4 ∗207,912 = $147.9 million in extra credit approval. 

For the average county-day with 35 applications reviewed and total re- 

quested loan amount of 35 ∗207,912 = $7,276,920, the 1.248 percent in- 

crease in the loan approval rate corresponds to an increase of credit of 

7,276,920 ∗0.01248 = $90,816. 
Control variables show the expected relations between 

loan risk characteristics, borrower demographics, and loan 

approvals. Loans with a higher credit risk are less likely to 

be approved, as shown by the negative coefficient on the 

debt-to-income ratio ( DTI ), which is statistically significant 

at the 1% level. Based on point estimates in columns 1–

4, an increase in DTI from the 25th percentile (131%) to 

the 75th percentile (255%) reduces the approval rate by 7.4 

percentage points. 9 This estimate puts in perspective the 

economic significance of the effect of cloud cover. Based on 

the point estimate in column 4, an increase in DCC from 

the 25th percentile ( −2.52) to the 75th percentile (2.48) 

is associated with a reduction in the approval rate of 78 

bps. 10 Thus, the effect of the daily-changing measure of 

sunshine is comparable to about one-ninth of the effect 
9 This estimate is calculated as follows: (255 −131%) ∗0.06 = 7.44%. 
10 This estimate is calculated as follows: (2.48 −( −2.52)) ∗0.156 = 0.78%. 
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of a time-persistent, fundamental driver of loan approvals.

The data also reveal the importance of borrower charac-

teristics for loan approvals. The bottom rows of the table

show that lower-income and minority borrowers are less

likely to be approved. 

In summary, daily variation in local sunshine has an

economically important effect on loan approvals. This ef-

fect holds after accounting for the quality of borrowers,

changes in economic conditions, and seasonal patterns. A

decrease in sunshine has a larger effect on loan approvals

than a comparable increase, consistent with a stronger ef-

fect of negative mood primers. 

4.2. Cross-sectional and time-series evidence 

If sunshine influences loan officers’ subjective decisions,

this effect should be stronger when officers exercise more

discretion. In this subsection, we test this hypothesis by

studying how the effect of sunshine varies across financial

institutions, credit cycles, and loan types. 

In Table 3 , we compare loan approvals at local commu-

nity banks (Panel A) and large national banks (Panel B). Us-

ing the Federal Reserve’s classification, we define commu-

nity banks as banks that hold book assets of less than $2

billion. In these smaller banks, loan approval decisions are

typically less automated. In addition, because community

banks operate within a small geographic region, all of their

managers are located in the same area and are affected

by similar environmental factors. In Panel B, we present

evidence on financial institutions at the opposite end of

the size spectrum—namely, large national banks, defined as

those that operate in multiple states and hold book assets

worth over $80 billion. 

Table 3 shows that that local sunshine is positively re-

lated to loan approval rates for both groups of financial in-

stitutions. The coefficients on all measures of cloud cover

across both panels are statistically significant at the 1%

level and have the expected signs. A comparison of the

point estimates indicates that the effect on loan approvals

is larger at community banks than at national banks across

all four measures of cloud cover. The difference in coeffi-

cient estimates between the two groups of banks is sta-

tistically significant at the 1% level (untabulated) and eco-

nomically important. For example, an interquartile range

decline (5.0 points) in the seasonally adjusted daily cloud

cover, DCC , corresponds to an 80 bps increase in the ap-

proval rate at community banks, nearly twice the 41 bps

increase observed at national banks for the same change

in cloud cover. These results are consistent with greater

managerial discretion and more localized decision-making

at community banks. 

If variation in sunshine influences loan officers’ discre-

tion, this effect should be stronger when monitoring is

loose and capital constraints are less binding. Table 4 tests

this hypothesis by focusing on the recent housing boom, a

period characterized by weaker monitoring, greater credit

availability, and significant lender discretion. To test for the

differential effect of sunshine on loan approvals during the

housing boom, we interact the measures of cloud cover

with the binary indicator Housing boom , which is equal to

one in 20 02–20 04 and zero otherwise. To ensure that the
period of interest is unaffected by the early signs of over-

heating in the housing market, we conservatively close the

time window at the end of 2004, the year when survey-

based home buyer expectations and home builder expec-

tations both reached their peaks before starting to decline

( Case, Shiller, and Thompson, 2012 ). With the inclusion of

county ∗month fixed effects, the indicator Housing boom is

absorbed, and the main variables of interest are its inter-

action terms with the daily measures of local cloud cover. 

Table 4 shows that the effect of sunshine on loan ap-

provals is significantly stronger during the housing boom.

For three of the four measures of cloud cover (with the ex-

ception of the indicator Sunny ), the interaction terms be-

tween the measures of sunshine and the housing boom

indicator are reliably significant at the 1% level and have

the expected signs. The point estimates on the interaction

term suggest that the effect of cloud cover on loan ap-

provals more than doubles during the housing boom. For

example, column 2 shows that the loan approval rate is 87

bps lower on fully overcast days than on other days in the

same county-month, and this effect increases to 192 bps

during the housing boom. Similar conclusions with com-

parable economic magnitudes emerge from the analysis of

raw and de-seasoned measures of cloud cover. This evi-

dence is consistent with the interpretation that a primer

of mood has a larger effect on managerial decisions dur-

ing an expansionary credit cycle when managers are af-

forded more discretion. This finding also parallels recent

evidence in other corporate settings that managerial moni-

toring weakens during upward economic cycles ( Jenter and

Kanaan, 2015 ). 

In Table 5 , we examine how the effect of sunshine on

mortgage approvals varies in the cross-section of borrow-

ers. If sunshine influences managerial judgment, its effect

should be stronger when managerial decisions are more

subjective, and it should be weaker when loan approvals

are clear-cut. To test this hypothesis, we sort loan applica-

tions into three groups according to household income and

estimate the loan approval regressions separately in each

group. Income groups are based on the following thresh-

olds: (a) low income (below $30,0 0 0), (b) medium income

($30,0 0 0–$10 0,0 0 0), and (c) high income (over $10 0,0 0 0),

which are examined in Panels A, B, and C, respectively. 

Across all measures of cloud cover, daily variation

in sunshine affects loan approvals only for low-income

and medium-income loan applications—the categories over

which loan officers have more discretion. In contrast, in

the group of high-income borrowers, where loan approvals

are typically clear-cut, the effect of cloud cover has near-

zero point estimates, which are never statistically signif-

icant across all measures. A comparison of the economic

magnitudes reveals that the effect of sunshine is stronger

in the subsample of medium-income borrowers than in the

subsample of borrowers in the lowest income tercile. One

interpretation of this result is that sunshine influences loan

officers’ decisions on the most subjective loan applications

in which the decision is unclear a priori. In contrast, this

influence diminishes in the subsample of the likely rejects

and disappears in the subsample of clear-cut approvals. 

In summary, the results in this subsection suggest that

the effect of sunshine on loan approvals is linked to loan
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Table 3 

Cross-sectional evidence: firms. 

This table studies the relation between local weather and loan approvals at commu- 

nity banks (Panel A) and national banks (Panel B). The dependent variable is the loan 

approval rate, defined as the ratio of the number of loan applications approved to the 

number of loan applications reviewed on a given county-day and expressed in percent. 

Community banks comprise banks that hold book assets of less than $2 billion. National 

banks comprise banks that operate in multiple states and hold book assets of at least 

$80 billion. Debt-to-income is the ratio of the requested loan amount to borrower income, 

stated in percent. Income is the annual income of the borrower, stated in thousands of 

dollars. Fraction of minority applicants is the ratio of applications from non-white bor- 

rowers to all applications reviewed on a given county-day, stated in percent. Variable 

definitions appear in Appendix A . The unit of observation is a county-day. All regres- 

sions include county ∗month fixed effects. Standard errors (in parentheses) are clustered 

by county. Significance levels are indicated as follows: ∗= 10%, ∗∗= 5%, ∗∗∗= 1%. See Table 1 

for sample descriptive characteristics. 

Model (1) (2) (3) (4) 

Panel A: Community banks 

Cloud cover −0.152 ∗∗∗

(0.013) 

Overcast −1.062 ∗∗∗

(0.087) 

Sunny 0.451 ∗∗∗

(0.089) 

Deseasoned cloud cover −0.160 ∗∗∗

(0.013) 

Debt-to-income −0.044 ∗ −0.044 ∗ −0.044 ∗ −0.038 

(0.024) (0.024) (0.024) (0.025) 

Income 1.340 ∗∗∗ 1.350 ∗∗∗ 1.340 ∗∗∗ 1.330 ∗∗∗

(0.301) (0.300) (0.301) (0.306) 

Fraction of minority applicants −0.079 ∗∗∗ −0.079 ∗∗∗ −0.079 ∗∗∗ −0.079 ∗∗∗

(0.004) (0.004) (0.004) (0.004) 

County ∗month fixed effects Yes Yes Yes Yes 

Observations 1,911,437 1,911,437 1,911,437 1,734,071 

R -squared 0.225 0.225 0.225 0.225 

Panel B: National banks 

Cloud cover −0.098 ∗∗∗

(0.014) 

Overcast −0.719 ∗∗∗

(0.098) 

Sunny 0.417 ∗∗∗

(0.101) 

Deseasoned cloud cover −0.081 ∗∗∗

(0.015) 

Debt-to-income −0.027 −0.027 −0.026 −0.019 

(0.037) (0.037) (0.037) (0.038) 

Income 2.170 ∗∗∗ 2.170 ∗∗∗ 2.170 ∗∗∗ 1.970 ∗∗∗

(0.418) (0.418) (0.418) (0.436) 

Fraction of minority applicants −0.089 ∗∗∗ −0.089 ∗∗∗ −0.089 ∗∗∗ −0.089 ∗∗∗

(0.004) (0.004) (0.004) (0.004) 

County ∗month fixed effects Yes Yes Yes Yes 

Observations 1,393,742 1,393,742 1,393,742 1,270,139 

R -squared 0.236 0.236 0.236 0.235 

 

officers’ discretion. This effect is driven by medium- and 

low-income loan applications that require subjective judg- 

ment. The effect of sunshine is more pronounced during 

periods of loose capital constraints and at small commu- 

nity banks where loan approvals are less automated. 

4.3. Loan pricing 

In this subsection, we study the relation between lo- 

cal sunshine and loan interest rates. The analysis of in- 

terest rates is important because even the lowest-quality 

loans may have a positive net present value, as long as the 
lender charges the borrower an appropriate yield premium 

commensurate with loan risk. 

Previous literature suggests that loan pricing is driven 

primarily by computerized bank algorithms that rely on 

hard loan data, such as the borrower’s FICO score, loan-to- 

value ratio, and documentation level ( Rajan, Seru, and Vig, 

2015 ). A key feature of the loan pricing process is that it is

typically centralized at the firm level, and loans are priced 

with relatively little input from the loan officer. Our con- 

versations with banking regulators and loan officers con- 

firm that loan officers typically have little input into the 

pricing of mortgages. At the same time, loan pricing al- 

gorithms seek to incorporate all of the hard information, 
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Table 4 

Time-series variation: the housing boom. 

This table studies how the relation between local weather and loan approvals varies across busi- 

ness cycles. The dependent variable is the loan approval rate, defined as the ratio of the number 

of loan applications approved to the number of loan applications reviewed on a given county- 

day and expressed in percent. The main variable of interest is the interaction term of local cloud 

cover with the binary indicator Housing boom , which denotes the period 20 02–20 04 when home 

buyer expectations and home builder expectations reached their peaks. All regressions include 

county ∗month fixed effects, which absorb the time-series indicator Housing boom . Control vari- 

ables include the average debt-to-income ratio of applications reviewed, the average borrower 

income, and the fraction of applications from minority borrowers, which are defined in Appendix 

A . Standard errors (in parentheses) are clustered by county. Significance levels are indicated as 

follows: ∗= 10%, ∗∗= 5%, ∗∗∗= 1%. See Table 1 for sample descriptive characteristics. 

Model (1) (2) (3) (4) 

Cloud cover −0.128 ∗∗∗

(0.010) 

Housing boom ×Cloud cover −0.135 ∗∗∗

(0.020) 

Overcast −0.873 ∗∗∗

(0.072) 

Housing boom ×Overcast −1.044 ∗∗∗

(0.138) 

Sunny 0.523 ∗∗∗

(0.076) 

Housing boom ×Sunny −0.016 

(0.155) 

Deseasoned cloud cover −0.117 ∗∗∗

(0.011) 

Housing boom ×Deseasoned cloud cover −0.159 ∗∗∗

(0.022) 

County ∗month fixed effects Yes Yes Yes Yes 

Controls Yes Yes Yes Yes 

Observations 3,223,181 3,223,181 3,223,181 2,924,420 

R -squared 0.192 0.192 0.191 0.191 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

including private information from the bank’s own records,

to ensure an accurate compensation for loan risk. As a re-

sult, the analysis of loan interest rates provides a useful

experiment to separate the effect of daily variation in hard

loan data from the effect of daily variation in managerial

discretion, which is largely muted in this setting. 

Table 6 studies the relation between daily variation

in sunshine and loan interest rates. The dependent vari-

able is the average interest rate of loans approved on

a given county-day (stated as an annual percentage rate

(APR) and expressed in percent). The main independent

variables of interest are the measures of cloud cover on

the same county-day. Control variables include the average

FICO score, the average loan-to-value (LTV) ratio, and the

fraction of low-documentation loans approved on a given

county-day. As discussed earlier, these characteristics are

available only for originated loans. The unit of observation

is a county-day, and the number of observations declines

to 1.3 million due to data availability in LPS Applied An-

alytics. All regressions include county ∗month fixed effects

and use standard errors clustered by county. 

The evidence in Table 6 shows no relation between

daily sunshine and loan interest rates across all specifica-

tions. The coefficients on all measures of cloud cover are

statistically insignificant across all specifications and have

near-zero point estimates. The coefficients on other bor-

rower and loan characteristics highlight the main drivers

of loan interest rates. As expected, interest rates are neg-

atively related to FICO scores and positively related to
loan-to-value ratios. The positive coefficient on the low-

documentation variable shows that borrowers without full

documentation pay higher interest rates. These relations

are significant at the 1% level and economically meaning-

ful. For example, based on point estimates in column 1,

a one standard deviation increase in the fraction of low-

documentation applicants ( σ = 17.7%) corresponds to a 165

bps increase in the interest rates of originated loans. 

In summary, we find no significant relation between

daily sunshine and loan interest rates. These results indi-

cate that higher approval rates on applications reviewed on

sunny days are not offset by higher interest rates on these

loans. 

4.4. Loan performance and real effects 

This subsection studies the economic consequences of

financial decisions made on days with positive and nega-

tive mood primers. In particular, we compare the ex post

performance of loans originated on sunny and cloudy days

and estimate their economic effects. 

Table 7 provides evidence on loan defaults. The depen-

dent variable is the average default rate (stated in percent)

on loans approved on a given county-day. The average de-

fault rate is defined as the fraction of loans that become

90-day delinquent or enter foreclosure during the first two

years of a loan’s life. As in Rajan, Seru, and Vig (2015) ,

we focus on the early years of a loan’s life to ensure that

borrower characteristics closely resemble the information
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Table 5 

Variation by application quality. 

This table studies how the relation between local weather and loan approvals 

varies with application quality, proxied by annual borrower income. Panels A, B, and 

C correspond to three groups of applications sorted on borrower income: low in- 

come (below $30,0 0 0), medium income ($30,0 0 0–10 0,0 0 0), and high income (over 

$10 0,0 0 0), respectively. The dependent variable is the loan approval rate, defined as 

the ratio of the number of loan applications approved to the number of loan appli- 

cations reviewed on a given county-day and expressed in percent. The main vari- 

able of interest is one of the measures of local cloud cover. Control variables in- 

clude the average debt-to-income ratio of applications reviewed, the average bor- 

rower income, and the fraction of applications from minority borrowers, which are 

defined in Appendix A . The unit of observation is a county-day. All regressions in- 

clude county ∗month fixed effects. Standard errors (in parentheses) are clustered by 

county. Significance levels are indicated as follows: ∗= 10%, ∗∗= 5%, ∗∗∗= 1%. See Table 

1 for sample descriptive characteristics. 

Model (1) (2) (3) (4) 

Panel A: Low-income applications 

Cloud cover −0.029 ∗∗

(0.012) 

Overcast −0.167 ∗∗

(0.079) 

Sunny 0.449 ∗∗∗

(0.082) 

Deseasoned cloud cover −0.028 ∗∗

(0.013) 

County ∗month fixed effects Yes Yes Yes Yes 

Controls Yes Yes Yes Yes 

Observations 2,378,241 2,378,241 2,378,241 2,158,363 

R -squared 0.140 0.140 0.140 0.139 

Panel B: Medium-income applications 

Cloud cover −0.127 ∗∗∗

(0.025) 

Overcast −1.105 ∗∗∗

(0.171) 

Sunny 0.520 ∗∗∗

(0.067) 

Deseasoned cloud cover −0.174 ∗∗∗

(0.026) 

County ∗month fixed effects Yes Yes Yes Yes 

Controls Yes Yes Yes Yes 

Observations 3,223,181 3,223,181 3,223,181 2,924,420 

R -squared 0.157 0.157 0.157 0.157 

Panel C: High-income applications 

Cloud cover −0.037 

(0.038) 

Overcast −0.429 

(0.274) 

Sunny 0.262 

(0.249) 

Deseasoned cloud cover −0.013 

(0.045) 

County ∗month fixed effects Yes Yes Yes Yes 

Controls Yes Yes Yes Yes 

Observations 1,886,906 1,886,906 1,886,906 1,712,937 

R -squared 0.158 0.158 0.158 0.160 
available to the loan officer at the time of application re- 

view. The main independent variable of interest is one of 

the four measures of cloud cover on the county-day when 

the loan was approved. Control variables are the same as 

in Table 6 and include borrower and loan characteristics 

that predict performance outcomes, such as FICO scores, 

LTV ratios, and the fraction of low-documentation borrow- 

ers. As before, each observation is a county-day, and all re- 

gressions include county ∗month fixed effects. 
The evidence shows that loans originated on sunnier 

days have higher defaults. This outcome persists across all 

four measures of cloud cover, with coefficient estimates 

significant at the 1% level. Based on the point estimates 

in column 1, a one standard deviation reduction in Cloud 

cover ( σ = 3.14) corresponds to a 7.2 bps (or 2.8%) in- 

crease in defaults relative to loans with similar character- 

istics approved in the same county during the same calen- 

dar month. Column 4 shows that after removing seasonal 
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Table 6 

Loan interest rates. 

This table studies the relation between local weather and loan interest rates. The de- 

pendent variable is the average interest rate (stated as an APR and expressed in per- 

cent) on loans approved on a given county-day. The main independent variable is one 

of the measures of local cloud cover on the county-day when a loan is approved. Con- 

trol variables include the average FICO score, the loan-to-value ratio (stated in percent), 

and the fraction of low-documentation mortgage applicants (stated in percent) for loans 

approved on a given county-day. Variable definitions appear in Appendix A . The unit of 

observation is a county-day. All regressions include county ∗month fixed effects. Stan- 

dard errors (in parentheses) are clustered by county. Significance levels are indicated as 

follows: ∗= 10%, ∗∗= 5%, ∗∗∗= 1%. 

Model (1) (2) (3) (4) 

Cloud cover < 0.001 

( < 0.001) 

Overcast < 0.001 

(0.002) 

Sunny < 0.001 

(0.002) 

Deseasoned cloud cover < 0.001 

( < 0.001) 

FICO score −0.002 ∗∗∗ −0.002 ∗∗∗ −0.002 ∗∗∗ −0.002 ∗∗∗

( < 0.001) ( < 0.001) ( < 0.001) ( < 0.001) 

Loan-to-value ratio 0.004 ∗∗∗ 0.004 ∗∗∗ 0.004 ∗∗∗ 0.004 ∗∗∗

( < 0.001) ( < 0.001) ( < 0.001) ( < 0.001) 

Fraction of low-doc applicants 0.093 ∗∗∗ 0.093 ∗∗∗ 0.093 ∗∗∗ 0.096 ∗∗∗

(0.010) (0.010) (0.010) (0.011) 

County ∗month fixed effects Yes Yes Yes Yes 

Observations 1,269,070 1,269,070 1,269,070 1,153,327 

R -squared 0.743 0.743 0.743 0.743 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

variation in cloud cover, a one standard deviation reduc-

tion in DCC ( σ = 3.08) corresponds to a similar effect: a 7

bps increase in defaults (0.023 ∗3.08), indicating a 2.7% in-

crease in the average default rate over the two-year hori-

zon. These estimates suggest that financial decisions made

on days with positive and negative mood primers lead to

economically different ex post outcomes. These estimates

already account for changes in the observable measures of

loan risk, such as FICO, LTV, and loan documentation, and

can be viewed as incremental changes in the quality of the

firm’s assets over and above the variation attributable to

common risk characteristics. 

To assess the economic importance of the difference

in default rates, we provide a crude quantitative estimate

based on several simplifying assumptions. Using the dis-

cussed estimates of the average daily volume of mortgage

originations nationwide and the average recovery rate of

55% ( Federal Housing Administration, 2010 ), a 7 bps differ-

ence in loan defaults corresponds to an extra $5.4 million

in defaults per day nationwide and an extra $2.4 million in

losses from default. 

The analysis of control variables yields expected con-

clusions. In particular, loan defaults increase when borrow-

ers have higher credit risk, make smaller down-payments,

and provide less documentation. Based on column 1, a

one standard deviation decrease in the average FICO score

( σ = 54 points) corresponds to an increase in the default

rate of 162 bps. 

In summary, financial decisions made on days with pos-

itive and negative mood primers have economically differ-

ent outcomes and real effects. Our estimates of these real

effects are likely conservative because they capture only a

fraction of the daily variation in an agent’s mood linked
to just one environmental factor and shared across agents.

In the next section, we explore several potential explana-

tions for the observed changes in loan officers’ financial

decisions. 

5. Economic channels 

This section studies three non-mutually exclusive

mechanisms through which daily variation in sunshine

may affect loan officers’ decisions: (1) risk tolerance, (2)

mood attribution, and (3) allocation of effort. 

5.1. Risk tolerance 

This channel conjectures that positive mood, induced

by sunshine, increases a loan officer’s risk tolerance. Be-

cause the incentives of loan officers are tied to the number

of originated loans and their subsequent performance, an

increase in risk tolerance corresponds to a higher approval

rate of risky loans. Conversely, a decrease in risk tolerance

corresponds to a higher rejection rate. 

This channel is motivated by theoretical frameworks

that model an agent’s emotional state as an important

determinant of risk-taking behavior ( Loewenstein, Weber,

Hsee, and Welch, 2001; Slovic, Finucane, Peters, and Mac-

Gregor, 2002 ) and experimental studies that support this

conjecture. In psychology, Isen and Patrick (1983) and Isen

(20 0 0) show that the inducement of a positive mood in-

creases risk-taking. In experimental economics, Kuhnen

and Knutson (2011) find that subjects in positive emo-

tional states take on more risk, and Bassi, Colacito, and

Fulghieri (2013) provide evidence that weather-induced
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Table 7 

Loan performance. 

This table studies the relation between local weather and loan performance. The de- 

pendent variable is the default rate (in percent) for loans approved on a given county- 

day, defined as the fraction of loans that become 90-days delinquent or enter foreclo- 

sure within 24 months since origination. The main independent variable is one of the 

measures of local cloud cover on the county-day when a loan is approved. Control vari- 

ables include the average FICO score, the loan-to-value ratio (stated in percent), and 

the fraction of low-documentation applicants (stated in percent) for loans approved on 

a given county-day. Variable definitions appear in Appendix A . The unit of observation 

is a county-day. All regressions include county ∗month fixed effects. Standard errors (in 

parentheses) are clustered by county. Significance levels are indicated as follows: ∗= 10%, 
∗∗= 5%, ∗∗∗= 1%. 

Model (1) (2) (3) (4) 

Cloud cover −0.023 ∗∗∗

(0.006) 

Overcast −0.106 ∗∗∗

(0.039) 

Sunny 0.200 ∗∗∗

(0.040) 

Deseasoned cloud cover −0.023 ∗∗∗

(0.006) 

FICO score −0.030 ∗∗∗ −0.030 ∗∗∗ −0.030 ∗∗∗ −0.030 ∗∗∗

( < 0.001) ( < 0.001) ( < 0.001) ( < 0.001) 

Loan-to-value ratio 0.025 ∗∗∗ 0.025 ∗∗ 0.025 ∗∗∗ 0.026 ∗∗∗

(0.002) (0.002) (0.002) (0.002) 

Fraction of low-doc applicants 0.012 ∗∗∗ 0.012 ∗∗∗ 0.012 ∗∗∗ 0.012 ∗∗∗

(0.001) (0.001) (0.001) (0.001) 

County ∗month fixed effects Yes Yes Yes Yes 

Observations 1,279,030 1,279,030 1,279,030 1,162,423 

R -squared 0.396 0.396 0.396 0.397 
positive mood increases agents’ risk tolerance in a choice 

of lottery payoffs. 

To explore this channel, we study whether variation in 

sunshine is associated with riskier lending, as measured 

by ex-ante risk characteristics available to the officer at 

the time of loan approval. Table 8 tests whether loans ap- 

proved on sunny days are observably riskier than loans ap- 

proved on cloudy days. The dependent variable is one of 

the salient measures of loan risk: FICO score (Panel A) and 

LTV (Panel B), and the independent variable of interest is 

one of the measures of local sunshine on the day of the 

loan approval. All regressions include county ∗month fixed 

effects and use standard errors clustered by county. 

Table 8 shows that an increase in sunshine is associ- 

ated with riskier lending. This conclusion holds across all 

measures of sunshine, with coefficient estimates significant 

at the 1% level throughout both panels. The economic ef- 

fects are nontrivial. For example, in Panel A, a reduction in 

the deseasoned measure of cloud cover from the score of 

8 to 0 on the day of the loan approval is associated with 

a 3.44 point reduction in the average FICO scores of origi- 

nated loans. This estimate reflects a meaningful increase in 

ex ante credit risk, equivalent to 6.4% of the sample-wide 

standard deviation ( σ = 54 points). In Panel B, the said re- 

duction in the deseasoned measure of cloud cover is asso- 

ciated with an increase in LTV of 108 bps, an effect equal 

to 9% of the sample-wide standard deviation ( σ = 12%). 

These estimates reflect a significant increase in credit risk 

over and above the daily variation in the approval rate. 

In summary, the relation between local sunshine and 

loan approvals is likely linked to temporal variation in loan 
officers’ risk tolerance in response to mood primers. Loans 

originated on sunny days are riskier based on ex ante char- 

acteristics, consistent with the theories that link mood and 

risk aversion. 

5.2. Mood attribution 

This channel posits that loan officers in a good mood 

make more optimistic assessments about loan prospects 

than officers in a bad mood. This conjecture is grounded 

in a large body of work in psychology which demonstrates 

that agents project their moods onto unrelated economic 

tasks. For example, subjects in a good mood report higher 

probabilities for positive events and lower probabilities for 

negative events ( Wright and Bower, 1992 ), and this effect 

is stronger when such assessments are more subjective and 

rely on incomplete information ( Clore, Schwarz, and Con- 

way, 1994; Forgas, 1995 ). 

In contrast to the risk tolerance channel, which focuses 

on the officers’ willingness to take on risk, the mood at- 

tribution channel predicts that holding risk constant, loan 

officers in a good mood overestimate the borrower’s ability 

to service the loan. If this channel is operative, loan officers 

in a good mood may approve some of the marginal loan 

applications that would not be approved otherwise. Con- 

versely, loan officers in a bad mood may show a downward 

bias in their assessments of loan prospects, thus rejecting 

loans for subjective reasons. 

To test the role of such subjective assessments in 

loan officers’ decisions, we investigate the decision crite- 

ria reported for denied applications. We focus on denied 
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Table 8 

Credit risk of approved loans. 

This table studies the relation between local weather and loan risk. In Panel A, 

the dependent variable is the average FICO score for loans approved on a given 

county-day. In Panel B, the dependent variable is the average loan-to-value ratio 

for loans approved on a given county-day, stated in percent. The main indepen- 

dent variable is one of the measures of local cloud cover on the county-day when 

a loan is approved. The unit of observation is a county-day. All regressions include 

county ∗month fixed effects and controls for the loan approval rate. Variable defini- 

tions appear in Appendix A . Standard errors (in parentheses) are clustered by county. 

Significance levels are indicated as follows: ∗= 10%, ∗∗= 5%, ∗∗∗= 1%. See Table 1 for 

sample descriptive characteristics. 

Model (1) (2) (3) (4) 

Panel A: FICO scores 

Cloud cover 0.378 ∗∗∗

(0.097) 

Overcast 1.854 ∗∗∗

(0.649) 

Sunny −2.198 ∗∗∗

(0.735) 

Deseasoned cloud cover 0.430 ∗∗∗

(0.104) 

County ∗month fixed effects Yes Yes Yes Yes 

Control variables Yes Yes Yes Yes 

Observations 1,651,256 1,651,256 1,651,256 1,493,810 

R -squared 0.254 0.254 0.254 0.254 

Panel B: Loan-to-value ratios (in percent) 

Cloud cover −0.126 ∗∗∗

(0.012) 

Overcast −0.739 ∗∗∗

(0.086) 

Sunny 0.678 ∗∗∗

(0.096) 

Deseasoned cloud cover −0.135 ∗∗∗

(0.013) 

County ∗month fixed effects Yes Yes Yes Yes 

Control variables Yes Yes Yes Yes 

Observations 1,651,256 1,651,256 1,651,256 1,493,810 

R -squared 0.155 0.155 0.155 0.155 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

applications because throughout our sample, loan officers

are requested to report their reasons for loan denials, while

the reasons for loan approvals are unobservable. While the

statement of denial reasons is not mandatory, it is reported

for 85% of rejected loans. The list of reasons for denial

(shown in Appendix B ) includes a number of well-specified

risk characteristics, such as the applicant’s debt-to-income

ratio, credit history, and denied mortgage insurance, as a

well as a separate category for decisions based on other,

less tangible factors, collectively labeled as “other” reasons.

Using this classification, we introduce a variable Subjec-

tive rejection , which denotes rejections for “other” reasons,

which do not correspond to the common risk characteris-

tics or logistical factors. According to this definition, 10% of

loan rejections with available data are subjective. 

Table 9 examines whether an increase in cloud cover

is associated with a higher fraction of subjective loan re-

jections. The dependent variable is the percent of Subjec-

tive rejections in the total volume of loan rejections on a

given county-day. Because this definition exploits variation

in decision criteria (already adjusted for total rejections on

a given county-day), it is not mechanically related to the

variation in loan approval rates between sunny and cloudy

days. The main variables of interest are the four measures
of cloud cover. All regressions include county ∗month fixed

effects and use the same controls as in the baseline loan

approval regressions. 

Table 9 shows that the fraction of subjective rejections

increases on cloudy days and declines on sunny days, con-

trolling for observable borrower and loan characteristics.

These effects are statistically significant at conventional

levels and economically nontrivial. For example, based on

column 1, an increase in the average cloud cover from

the score of 0 (clear skies) to the score of 8 (overcast)

corresponds to a 34 bps or 3.4% increase in the share of

subjective rejections. A similar increase in the deseasoned

cloud cover is associated with a 3.0% increase in the share

of subjective rejections. This evidence suggests that when

loan officers are primed with negative mood stimuli, they

are more likely to reject observationally similar loans for

subjective reasons. 

Overall, the mood attribution channel likely contributes

to daily variation in loan officers’ financial decisions. This

interpretation is supported by evidence from other mood

primers, such as sporting events and holidays. For exam-

ple, Agarwal, Duchin, Evanoff, and Sosyura (2013) show

that victories of local sports teams in title games pro-

duce a short-lived spike in credit approvals in their home
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Table 9 

Loan decision criteria. 

This table studies the relation between local weather and subjective loan de- 

nials. The dependent variable is the percentage of loan denials for subjective 

reasons among all loan denials on a given county-day. Subjective reasons are 

defined as ‘other’ reasons, which do not correspond to common risk characteris- 

tics or logistical factors. The classification of reasons for loan denials appears in 

Appendix B . The main independent variable is one of the measures of local cloud 

cover on the day when a loan application is denied. Control variables correspond 

to the characteristics of loan applications denied on a given county-day. They 

include the average debt-to-income ratio, the average borrower income, and the 

fraction of applications from minority borrowers, which are defined in Appendix 

A . The unit of observation is a county-day. All regressions include county ∗month 

fixed effects. Standard errors (in parentheses) are clustered by county. Signifi- 

cance levels are indicated as follows: ∗= 10%, ∗∗= 5%, ∗∗∗= 1%. See Table 1 for sam- 

ple descriptive characteristics. 

Model (1) (2) (3) (4) 

Cloud cover 0.043 ∗∗∗

(0.014) 

Overcast 0.153 ∗

(0.089) 

Sunny −0.431 ∗∗∗

(0.115) 

Deseasoned cloud cover 0.037 ∗∗

(0.015) 

County ∗month fixed effects Yes Yes Yes Yes 

Controls Yes Yes Yes Yes 

Observations 928,559 928,559 928,559 843,824 

R -squared 0.281 0.281 0.281 0.281 
counties. 11 The authors also find a similar effect around 

major national holidays, a period associated with elevated 

mood. These results support the sentiment interpretation 

of our evidence and suggest that our conclusions extend 

to other sentiment proxies and empirical settings. 

5.3. Allocation of effort 

The effort allocation channel posits that variation in the 

mood of loan officers affects the pool of applications they 

choose to review. According to this hypothesis, loan offi- 

cers prefer to exert less effort on sunny days and to re- 

view easy-to-approve applications. For example, loan offi- 

cers may wish to leave work early on sunny days or pre- 

fer to avoid reporting bad news to borrowers while be- 

ing in a good mood. In contrast to the risk tolerance and 

mood attribution channels, this channel implies that appli- 

cation approvals and denials are merely reshuffled across 

days without a material impact on credit origination. 

To explore this channel, we investigate whether the 

volume and quality of applications reviewed on a given 

county-day vary with local sunshine. In Table 10 , we esti- 

mate regressions explaining the daily volume of reviewed 

applications (column 1), the daily average debt-to-income 

ratio of reviewed applications (column 2), and the daily 

average household income of reviewed applicants (column 

3). For brevity, we report the results for the deseasoned 

measure, DCC . Other measures yield similar conclusions. 

Columns 1–3 show that the volume and quality of re- 

viewed applications do not vary significantly with local 
11 This research project has been discontinued. 
sunshine. The coefficients on DCC have near-zero point es- 

timates, flip signs, and are never statistically significant (p- 

values of 0.32–0.97). Thus, to the extent that application 

quality can be inferred from these observable characteris- 

tics, we do not find that changes in sunshine lead to a se- 

lective review of strong or weak applications. 

Columns 4–6 examine whether the loan officer’s deci- 

sion is affected by the incoming pool of applications re- 

ceived on a given day, which might vary with sunshine. 

Using the same measures of volume and quality for ap- 

plications received on a given county-day, we do not find 

strong evidence in support of this explanation. Columns 

4–6 show that the volume and quality of applications re- 

ceived on a given county-day do not vary significantly with 

local sunshine, as evident from the small and insignificant 

coefficients on DCC . However, this evidence should not be 

viewed as a test of the influence of sunshine on a bor- 

rower’s decision to obtain a mortgage. In our empirical set- 

ting, the timing of the home purchase decision, the prepa- 

ration of a loan application, and the assembly of the ac- 

companying documentation for its submission is unobserv- 

able, and these processes are scattered in time. Because 

these decisions are unlikely to be made on a single day, 

their timing cannot be inferred from the date when the 

bank receives an application. 

As another test of the effort allocation channel, we ex- 

amine how loan approval rates change after sunny and 

cloudy days. If managers selectively review stronger appli- 

cations on sunny days, they will create a backlog of de- 

nials that would have to be cleared later. Conversely, if 

managers selectively review weaker applications on cloudy 

days, they will accumulate a backlog of extra approvals 

that would be cleared over the next few days. 
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Table 10 

Characteristics of applications reviewed and new applications received. 

This table studies the relation between local weather and the characteristics of loan applications reviewed and new loan applications 

received. In columns 1–3, the dependent variable is one of the characteristics of applications reviewed by loan officers on a given county- 

day. In columns 4–6, the dependent variable is one of the characteristics of new applications received by the bank on a given county-day. 

The characteristics include the number of applications (columns 1 and 4), the average debt-to-income ratio (columns 2 and 5), and the 

average borrower income (columns 3 and 6). The main independent variable is Deceasoned cloud cover , defined as the average cloud cover 

between 8 a.m. and 4 p.m. on a given county-day minus the average cloud cover observed in the same county over the trailing three years 

during the same week of the year. In columns 1–3, weather conditions are recorded for the county-day on which a decision on the loan 

application is made. In columns 4–6, weather conditions are recorded for the county-day on which a new application is received by the 

bank. Variable definitions appear in Appendix A . The unit of observation is a county-day. All regressions include county ∗month fixed 

effects. Standard errors (in parentheses) are clustered by county. Significance levels are indicated as follows: ∗= 10%, ∗∗= 5%, ∗∗∗= 1%. See 

Table 1 for sample descriptive characteristics. 

Characteristics of applications reviewed Characteristics of new applications received 

Dependent variable Number of apps Debt-to-income Income Number of apps Debt-to-income Income 

Model (1) (2) (3) (4) (5) (6) 

Deseasoned cloud cover 0.0605 −0.001 −0.007 −0.447 < 0.001 0.025 

(1.893) (0.001) (0.013) (0.532) (0.001) (0.021) 

County ∗month fixed effects Yes Yes Yes Yes Yes Yes 

Observations 2,146,532 2,146,532 2,146,532 2,146,532 2,146,532 2,146,532 

R -squared 0.802 0.229 0.332 0.848 0.225 0.233 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 11 , Panel A, examines loan approval rates using

lagged measures of sunshine. The dependent variable in

these regressions is the average loan approval rate (in per-

cent) over the next five workdays relative to the day when

local weather is observed. We use a conservative five-day

window to allow for the possibility that a backlog of extra

approvals or denials is cleared gradually or with a delay,

at any time over the next workweek. Our conclusions are

similar if we use a narrower, three-day window. 

If loan officers are handling backlogs of approvals or

denials on subsequent days, lagged measures of sunshine

should have significant coefficients with signs opposite of

those in the baseline tests, indicating short-term reversals.

In contrast to this prediction, Panel A shows that the co-

efficients on lagged sunshine are economically small and

statistically indistinguishable from zero across all columns.

This evidence indicates that the relation between sunshine

and loan approvals is observed only on the day when the

application decision is made. The effect of sunshine on

loan approvals is not reversed over subsequent days, a pat-

tern that does not support the effort allocation channel. 

One caveat with the analysis of application volume and

application quality is that these measures do not capture

unobservable application characteristics and soft informa-

tion that might be available to a loan officer. Therefore,

it is possible that the effort allocation channel manifests

in a selective review of applications whose quality varies

on important unobservable dimensions. For example, if a

loan officer selects loans with negative soft information on

overcast days, this practice will create a backlog of loans

with positive soft information that would be approved over

subsequent days. To the extent that these unobservable

characteristics are important for loan performance, they

should be ultimately reflected in loan defaults. Therefore,

under the above scenario, loans approved over the next

few days following an overcast day should be unobservably

better and less likely to default. 

Table 11 , Panel B, tests for selection on unobservable

measures of loan quality by studying whether local sun-
shine predicts the default rate of loans approved over sub-

sequent days. The dependent variable is the average de-

fault rate on loans approved in the same county over the

next five workdays relative to the day when local weather

is reported. The results are similar if we focus on the next

three days. 

Panel B shows that lagged measures of sunshine are

unrelated to loan defaults. The coefficients on the lagged

measures of cloud cover across all columns are statisti-

cally insignificant and close to zero. Combined with prior

evidence on defaults, these results suggest that the rela-

tion between sunshine and the outcomes of financial de-

cisions is contemporaneous. When the true loan quality is

revealed in its subsequent performance, we find no strong

evidence that variation in sunshine is followed by back-

logs of applications with abnormal defaults, as would be

expected under the effort allocation channel. 

In summary, the mechanism underlying the effect of

mood on loan approvals is likely linked to variation in risk

tolerance and subjective judgment. In contrast, we do not

detect a reliable effect of mood on the choice of applica-

tions to review. While our study seeks to provide one of

the first pieces of evidence on the channels through which

an agent’s mood may affect corporate decisions, this list

of channels is not exhaustive, and other mechanisms may

play a role. 

6. Conclusion 

We study how daily fluctuations in the mood of corpo-

rate officers affect their professional decisions. Using vari-

ation in local sunshine as a primer for managerial mood,

we find that managers increase loan approval rates on

sunny days and reduce approval rates on cloudy days.

These effects are stronger when managers have more dis-

cretion. We explore several channels through which the

variation in sunshine may affect financial decisions and

find evidence consistent with mood attribution and time-

varying risk aversion. These factors affect the subsequent
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Table 11 

A test of reversals: lagged sunshine and loan outcomes. This table studies whether the effect of 

sunshine on loan outcomes is followed by reversals. 

This table examines the relation between loan approvals (Panel A) and loan defaults (Panel B) 

and both lagged and contemporaneous measures of sunshine. In Panel A, the dependent variable 

is the average loan approval rate (in percent) over the next five business days following the day 

when weather conditions are observed (these weather conditions are denoted by the subscript 

lagged ). In Panel B, the dependent variable is the average default rate (in percent) for loans ap- 

proved over the next five business days following the day when weather conditions are observed. 

All regressions include controls for the average weather conditions over the five-day period that 

matches the dependent variables (these weather conditions are denoted by the subscript con- 

temporaneous ). Other controls include the same independent variables as in the regressions of 

loan approvals and loan defaults, respectively. Variable definitions appear in Appendix A . Stan- 

dard errors (in parentheses) are clustered by county. Significance levels are indicated as follows: 
∗= 10%, ∗∗= 5%, ∗∗∗= 1%. See Table 1 for sample descriptive characteristics. 

Model (1) (2) (3) (4) 

Panel A: Approval rates 

Cloud cover lagged −0.001 

(0.001) 

Cloud cover contemporaneous −0.002 ∗∗∗

(0.001) 

Overcast lagged −0.004 

(0.004) 

Overcast contemporaneous −0.007 ∗∗

(0.003) 

Sunny lagged 0.001 

(0.003) 

Sunny contemporaneous 0.009 ∗∗∗

(0.003) 

DCC lagged −0.001 

( < 0.001) 

DCC contemporaneous −0.001 

(0.001) 

County ∗month fixed effects & Controls Yes Yes Yes Yes 

Observations 2,388,437 2,388,437 2,388,437 2,155,933 

R -squared 0.619 0.589 0.589 0.589 

Panel B: Default rates 

Cloud cover lagged 0.006 

(0.006) 

Cloud cover contemporaneous −0.022 ∗∗∗

(0.006) 

Overcast lagged 0.041 

(0.041) 

Overcast contemporaneous −0.122 ∗∗∗

(0.039) 

Sunny lagged −0.017 

(0.043) 

Sunny contemporaneous 0.149 ∗∗∗

(0.042) 

DCC lagged 0.008 

(0.006) 

DCC contemporaneous −0.019 ∗∗∗

(0.006) 

County ∗month fixed effects & Controls Yes Yes Yes Yes 

Observations 1,228,746 1,228,746 1,228,746 1,104,596 

R -squared 0.420 0.420 0.420 0.423 
performance of approved loans and generate large real ef- 

fects that extend beyond the boundaries of the firm. 

While most research on corporate financial decisions 

has focused on the upper management, our evidence 

shows that the decisions of lower-level officers responsible 

for day-to-day operations have an important effect on the 

composition of a firm’s assets and their subsequent per- 

formance. Our findings suggest that further analysis of this 

group of non-executive employees can improve our under- 
standing of the inner functioning of the firm and its rela- 

tion to corporate outcomes. 

Our findings have important implications because the 

majority of financial decisions rely on managerial judg- 

ment. While we focus on repeated, well-understood deci- 

sions of trained financial intermediaries, sentiment could 

also influence many other economic agents who face am- 

biguity and have significant discretion, such as stock ana- 

lysts, executives, directors, and economic forecasters. 
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Our empirical design can be extended to test for the

effect of sentiment on the behavior of these other eco-

nomic agents. For example, using daily variation in sun-

shine in a stock analyst’s location, combined with tem-

poral stamps of analysts’ actions, one could test whether

this mood primer affects analysts’ recommendations, earn-

ings forecasts, and growth estimates and compare their

subsequent performance with realized outcomes. A sim-

ilar approach could be applied to test for the effect of

daily sunshine on professional macroeconomic forecasters

located across the nation, such as those in the Survey of

Professional Forecasters, the oldest quarterly U.S. survey

of macroeconomic forecasts. Finally, other possible exper-

iments might exploit geospatial variation in sunshine dur-

ing a firm’s conference call or board meeting to investi-

gate whether it affects managerial optimism or the voting

behavior of directors, respectively. We hope that some of

these experiments will provide avenues for future research.

Appendix A. Variable definitions 

Weather variables 

Cloud cover = the average hourly cloud cover between

the hours of 8 a.m. and 4 p.m. (local time) reported for

each county-day, which ranges from the score of 0 (clear

skies) to 8 (fully overcast). 

Overcast = an indicator that equals one on fully overcast

days ( Cloud cover = 8) and zero on all other days. 

Sunny = an indicator that equals one on perfectly sunny

days ( Cloud cover = 0) and zero on all other days. 

Deseasoned cloud cover (DCC) = Cloud cover minus the

average cloud cover observed in the same county during

the same workweek of the year over the trailing three

years. 

HMDA variables 

Loan approval rate = the number of approved applica-

tions divided by the total number of applications reviewed

on a given county-day, stated in percent. 

Debt-to-income (DTI) = the average ratio of the re-

quested loan amount in a mortgage application to the ap-

plicant’s annual income for applications reviewed on each

county-day, stated in percent. 

Income = the average borrower income for applications

reviewed on each county-day, stated in thousands of dol-

lars per year. 

Low income, Medium income, and High income = terciles

formed on the annual income of mortgage applicants. The

low-income tercile includes applicants with an annual in-

come of less than $30,0 0 0. The medium-income tercile in-

cludes applicants with an annual income between $30,0 0 0

and $99,999. The high-income tercile corresponds to an

annual income of at least $10 0,0 0 0. 

Fraction of minority applicants = the ratio of the number

of applications from minority applicants to the total num-

ber of applications reviewed for each county-day, stated in

percent. Minority applicants include all applicants whose

reported race is other than white. 
Number of applications = the total number of applica-

tions reviewed or received on a given county-day. 

Housing boom = an indicator that equals one in 2002–

2004 and zero in all other years. 

National bank = a bank with total book assets of at least

$80 billion. 

Community bank = a bank with total book assets of less

than $2 billion. 

Subjective loan rejection = an indicator that equals one

if the stated rejection reason for a mortgage application is

reported as “other.”

LPS variables 

Default rate = the percentage of loans that become 90-

days delinquent or enter foreclosure within two years of

origination in the total number of originated loans for each

county-day. 

FICO score = the average FICO score across approved

mortgage applicants for each county-day. 

Interest rate = the average interest rate, in percent,

charged on originated loans for each county-day. 

Loan-to-value (LTV) = the average ratio of loan amount

to property value for originated loans for each county-day,

stated in percent. 

Fraction of low-doc applicants = the percentage of bor-

rowers with less than full documentation of household fi-

nancials within the total number of loans originated on a

given county-day. 

Appendix B. Reasons for loan denials 

See Table B1 . 

Table B1 

Reasons for loan denials. 

This table shows the classification of reasons for loan denials used 

in the Home Mortgage Disclosure Act loan application registry. The 

sample period is 1998–2010. The table reports the fraction of loan 

denials with available data that fall into each classification category. 

The reason for denial is reported for approximately 85% of rejected 

loan applications. 

Denial reason % of obs. 

Debt-to-income ratio 23.6 

Employment history 1.7 

Credit history 18.1 

Collateral 24.5 

Insufficient cash (down-payment and closing costs) 3.8 

Unverifiable information 5.1 

Credit application incomplete 13.0 

Mortgage insurance denied 0.2 

Other 10.0 

References 

Agarwal, S. , Duchin, R. , Evanoff, D. , Sosyura, D. , 2013. In the mood for a
loan: the causal effect of sentiment on credit origination. Unpublished

working paper. National University of Singapore, University of Wash-

ington, and University of Michigan . 
Ahern, K. , Daminelli, D. , Fracassi, C. , 2015. Lost in translation? The effect

of cultural values on mergers around the world. Journal of Financial
Economics 117, 165–189 . 

Baker, M. , Wurgler, J. , 2007. Investor sentiment in the stock market. Jour-
nal of Economic Perspectives 21, 129–151 . 

http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0001
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0001
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0001
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0001
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0001
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0002
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0002
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0002
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0002
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0003
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0003
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0003


412 K. Cortés et al. / Journal of Financial Economics 121 (2016) 392–413 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Baker, M. , Wurgler, J. , 2012. Behavioral corporate finance: an updated sur- 
vey. In: Constantinides, G., Harris, M., Stulz, R. (Eds.), Handbook of the 

Economics of Finance, vol. 2. Elsevier, New York, pp. 357–424 . 
Baker, M. , Wurgler, J. , Yuan, Y. , 2012. Global, local, and contagious investor 

sentiment. Journal of Financial Economics 104, 272–287 . 
Bassi, A. , Colacito, R. , Fulghieri, P. , 2013. O sole mio: An experimental anal- 

ysis of weather and risk attitudes in financial decisions. Review of Fi- 

nancial Studies 26, 1824–1852 . 
Baumeister, R. , Bratslavsky, E. , Finkenauer, C. , Vohs, K. , 2001. Bad is 

stronger than good. Review of General Psychology 5, 323–370 . 
Benedetti, F. , Colombo, C. , Pontiggia, A . , Bernasconi, A . , Florita, M. ,

Smeraldi, E. , 2003. Morning light treatment hastens the antidepres- 
sant effect of citalopram: a placebo-controlled trial. Journal of Clinical 

Psychiatry 64, 648–653 . 
Case, K. , Shiller, R. , Thompson, A. , 2012. What have they been thinking? 

Home buyer behavior in hot and cold markets. NBER working paper 

no. 18400. NBER . 
Chen, D. , Moskowitz, T. , Shue, K. , 2015. Decision-making under the gam- 

bler’s fallacy: evidence from asylum judges, loan officers, and base- 
ball umpires. Unpublished working paper. ETH Zurich and University 

of Chicago . 
Claustrat, B. , Leston, J. , 2015. Melatonin: physiological effects in humans. 

Neurochirurgie 61, 77–84 . 

Clore, G. , Schwarz, N. , Conway, M. , 1994. Affective causes and conse- 
quences of social information processing. In: Wyer Jr.„ R.S., Srull, T.K. 

(Eds.), Handbook of Social Cognition, vol. 1. Lawrence Erlbaum Asso- 
ciates, Hillsdale, NJ, pp. 323–418 second ed . 

Cortés, K.R. , 2014. Did local lenders forecast the bust? Evidence from the 
real estate market. Unpublished working paper. Federal Reserve Bank 

of Cleveland . 

Cowgill, B. , Zitzewitz, E. , 2013. Mood swings at work: stock price move- 
ments, effort, and decision making. Unpublished working paper. Uni- 

versity of California at Berkeley and Dartmouth College . 
Crowley, S.J. , Lee, C. , Tseng, C.Y. , Fogg, L.F. , Eastman, C.I. , 2003. Combina-

tions of bright light, scheduled dark, sunglasses, and melatonin to fa- 
cilitate circadian entrainment to night shift work. Journal of Biological 

Rhythms 18, 513–523 . 

Cunningham, M. , 1979. Weather, mood, and helping behavior: quasi-ex- 
periments with the sunshine Samaritan. Journal of Personality and 

Social Psychology 37, 1947–1956 . 
Da, Z. , Engelberg, J. , Gao, P. , 2015. The sum of all FEARS: investor senti-

ment, noise trading and aggregate volatility. Review of Financial Stud- 
ies 28, 1–32 . 

Dittmar, A. , Duchin, R. , 2016. Looking in the rear view mirror: the effect of 

managers’ professional experience on corporate financial policy. Re- 
view of Financial Studies 29, 565–602 . 

Dougal, C. , Engelberg, J. , Parsons, C. , Van Wesep, E. , 2015. Anchoring on 
credit spreads. Journal of Finance 70, 1039–1080 . 

Duarte, J. , Siegel, S. , Young, L. , 2012. Trust and credit: the role of ap-
pearance in peer-to-peer lending. Review of Financial Studies 25, 

2455–2484 . 

Duchin, R. , Sosyura, D. , 2014. Safer ratios, riskier portfolios: banks’ re- 
sponse to government aid. Journal of Financial Economics 113, 1–28 . 

Engelberg, J. , Gao, P. , Parsons, C. , 2012. Friends with money. Journal of 
Financial Economics 103, 169–188 . 

Federal Housing Administration , 2010. Economic impact analysis of the 
FHA refinance program for borrowers in negative equity positions, Re- 

search report. Federal Housing Administration . 
Forgas, J. , 1995. Mood and judgment: the affect infusion model (AIM). 

Psychological Bulletin 117, 39–66 . 

Gervais, S. , 2010. Capital budgeting and other investment decisions. In: 
Baker, H.K., Nofsinger, J. (Eds.), Behavioral Finance: Investors, Corpo- 

rations, and Markets. John Wiley and Sons, Hoboken, NJ, pp. 413–434 . 
Gervais, S. , Heaton, J.B. , Odean, T. , 2011. Overconfidence, compensation 

contracts, and capital budgeting. Journal of Finance 66, 1735–1777 . 
Goetzmann, W. , Kim, D. , Kumar, A. , Wang, Q. , 2015. Weather-induced 

mood, institutional investors, and stock returns. Review of Financial 

Studies 28, 73–111 . 
Graham, J. , Harvey, C. , Puri, M. , 2015. Capital allocation and delegation 

of decision-making authority within firms. Journal of Financial Eco- 
nomics 115, 449–470 . 

Green, T.C. , Jame, R. , Lock, B. , 2015. Executive extraversion: career and 
firm outcomes, Unpublished working paper. Emory University, Univer- 

sity of Kentucky, and Northwestern University . 

Green, T.C. , Hwang, B. , Wang, C. , 2015. CEO vs. consumer confidence: in- 
vestment, financing and firm performance, Unpublished working pa- 

per. Emory University, Cornell University, and Korea University . 
Hirshleifer, D. , Shumway, T. , 2003. Good day sunshine: stock returns and 

the weather. Journal of Finance 58, 1009–1032 . 
Hirshleifer, D. , Low, A. , Teoh, S.H. , 2012. Are overconfident CEOs better in-
novators? Journal of Finance 67, 1457–1498 . 

Howarth, E. , Hoffman, M.S. , 1984. A multidimensional approach to the re- 
lationship between mood and weather. British Journal of Psychology 

75, 15–23 . 
Isen, A. , 20 0 0. Positive affect and decision making. In: Lewis, M., Havi-

land-Jones, J. (Eds.), Handbook of Emotion. Guilford Press, New York, 

pp. 417–435 . 
Isen, A. , Patrick, R. , 1983. The effect of positive feelings on risk taking:

when the chips are down. Organizational Behavior and Human Per- 
formance 31, 194–202 . 

Jenter, D. , Kanaan, F. , 2015. CEO turnover and relative performance evalu- 
ation. Journal of Finance 70, 2155–2184 . 

Kahneman, D. , Tversky, A. , 1979. Prospect theory: an analysis of decision
under risk. Econometrica 47, 263–292 . 

Kamstra, M. , Kramer, L. , Levi, M. , 2003. Winter blues: a sad stock market

cycle. American Economic Review 93, 324–343 . 
Kamstra, M. , Kramer, L. , Levi, M. , Wermers, R. , 2016. Seasonal asset al-

location: evidence from mutual fund flows. Journal of Financial and 
Quantitative Analysis . 

Karabulut, Y. , 2013. Can Facebook predict stock market activity? Unpub- 
lished working paper . 

Kramer, L. , Weber, J.M. , 2012. This is your portfolio on winter: seasonal af-

fective disorder and risk aversion in financial decision-making. Social 
Psychological and Personality Science 3, 193–199 . 

Kuhnen, C. , Knutson, B. , 2011. The influence of affect on beliefs, prefer- 
ences, and financial decisions. Journal of Financial and Quantitative 

Analysis 46, 605–626 . 
Lam, R.W. , Levitt, A.J. , Levitan, R.D. , Enns, M. , Morehouse, R. , Micha-

lak, E.E. , Tam, E.M. , 2006. The can-SAD study: a randomized con- 

trolled trial of the effectiveness of light therapy and fluoxetine in 
patients with winter seasonal affective disorder. American Journal of 

Psychiatry 163, 805–812 . 
Lambert, G.W. , Reid, C. , Kaye, D.M. , Jennings, G.L. , Esler, M.D. , 2002. Effect

of sunlight and season on serotonin turnover in the brain. Lancet 360, 
1840–1842 . 

Loewenstein, G. , Weber, E. , Hsee, C. , Welch, N. , 2001. Risk as feelings. Psy-

chological Bulletin 127, 267–286 . 
Loughran, T. , Schultz, P. , 2004. Weather, stock returns, and the impact of

localized trading behavior. Journal of Financial and Quantitative Anal- 
ysis 39, 343–364 . 

Malmendier, U. , Tate, G. , 2005. CEO overconfidence and corporate invest- 
ment. Journal of Finance 60, 2661–2700 . 

Malmendier, U. , Tate, G. , 2008. Who makes acquisitions? CEO overconfi- 

dence and the market’s reaction. Journal of Financial Economics 89, 
20–43 . 

Malmendier, U. , Tate, G. , Yan, J. , 2011. Overconfidence and early-life expe-
riences: the effect of managerial traits on corporate financial policies. 

Journal of Finance 66, 1687–1733 . 
Parrot, W.G. , Sabini, J. , 1990. Mood and memory under natural conditions: 

evidence for mood incongruent recall. Journal of Personality and So- 

cial Psychology 59, 321–336 . 
Persinger, M. , 1975. Lag responses in mood reports to changes in the 

weather matrix. International Journal of Biometeorology 19, 108–144 . 
Persinger, M. , Levesque, B.F. , 1983. Geophysical variables and behavior: the 

weather matrix accommodates large portions of variance of measured 
daily mood. Perceptual and Motor Skills 57, 868–870 . 

Praschak-Rieder, N. , Willeit, M. , Wilson, A .A . , Houle, S. , Meyer, J.H. , 2008.
Seasonal variation in human brain serotonin transporter binding. 

Archives of General Psychiatry 65, 1072–1078 . 

Prasko, J. , 2008. Bright light therapy. Neuro Endocrinology Letters 29, 
33–64 . 

Rajan, U. , Seru, A. , Vig, V. , 2015. The failure of models that predict failure:
distance, incentives and defaults. Journal of Financial Economics 115, 

237–260 . 
Rind, B. , 1996. Effect of beliefs about weather conditions on tipping. Jour- 

nal of Applied Social Psychology 26, 137–147 . 

Sanassi, L. , 2014. Seasonal affective disorder: is there light at the end of
the tunnel? Journal of the American Academy of Physician Assistants 

27, 18–22 . 
Saunders, E. , 1993. Stock prices and Wall Street weather. American Eco- 

nomic Review 83, 1337–1345 . 
Schwarz, N. , Clore, G. , 1983. Mood, misattribution, and judgments of 

well-being: informative and directive functions of affective states. 

Journal of Personality and Social Psychology 45, 513–523 . 
Scott, J. , 2007. The impact of weather conditions on mood variability in 

geographically relocated versus non-relocated individuals. Journal of 
Research at Minnesota State University 7 Article no. 12 . 

http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0004
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0004
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0004
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0005
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0005
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0005
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0005
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0006
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0006
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0006
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0006
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0007
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0007
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0007
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0007
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0007
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0008
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0008
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0008
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0008
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0008
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0008
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0008
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0009
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0009
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0009
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0009
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0010
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0010
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0010
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0010
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0011
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0011
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0011
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0012
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0012
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0012
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0012
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0013
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0013
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0014
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0014
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0014
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0015
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0015
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0015
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0015
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0015
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0015
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0016
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0016
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0017
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0017
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0017
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0017
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0018
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0018
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0018
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0019
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0019
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0019
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0019
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0019
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0020
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0020
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0020
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0020
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0021
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0021
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0021
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0022
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0022
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0022
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0022
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0023
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0023
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0024
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0024
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0025
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0025
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0026
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0026
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0026
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0026
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0027
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0027
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0027
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0027
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0027
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0028
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0028
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0028
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0028
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0029
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0029
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0029
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0029
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0030
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0030
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0030
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0030
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0031
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0031
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0031
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0032
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0032
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0032
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0032
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0033
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0033
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0033
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0034
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0034
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0035
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0035
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0035
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0036
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0036
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0036
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0037
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0037
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0037
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0038
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0038
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0038
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0038
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0039
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0039
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0039
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0039
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0039
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0040
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0040
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0041
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0041
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0041
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0042
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0042
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0042
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0043
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0043
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0043
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0043
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0043
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0043
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0043
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0043
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0044
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0044
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0044
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0044
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0044
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0044
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0045
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0045
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0045
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0045
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0045
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0046
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0046
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0046
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0047
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0047
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0047
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0048
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0048
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0048
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0049
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0049
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0049
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0049
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0050
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0050
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0050
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0051
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0051
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0052
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0052
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0052
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0053
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0053
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0053
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0053
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0053
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0053
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0054
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0054
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0055
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0055
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0055
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0055
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0056
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0056
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0057
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0057
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0058
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0058
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0059
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0059
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0059
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0060
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0060


K. Cortés et al. / Journal of Financial Economics 121 (2016) 392–413 413 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Shiller, R. , 2015. Irrational Exuberance third ed. Princeton University Press,
Princeton, NJ . 

Slovic, P. , Finucane, M. , Peters, E. , MacGregor, D. , 2002. Rational actors or
rational fools: implications of the affect heuristic for behavioral eco-

nomics. Journal of Socio-Economics 31, 329–342 . 
Spindelegger, C. , Stein, P. , Wadsak, W. , Fink, M. , Mitterhauser, M. ,

Moser, U. , Savli, M. , Mien, L.K. , Akimova, E. , Hahn, A. , Willeit, M. , Klet-

ter, K. , Kasper, S. , Lanzenberger, R. , 2012. Light-dependent alteration
of serotonin-1A receptor binding in cortical and subcortical limbic re-

gions in the human brain. World Journal of Biological Psychiatry 13,
413–422 . 
Tzioumis, K. , Gee, M. , 2013. Nonlinear incentives and mortgage officers’
decisions. Journal of Financial Economics 107, 436–453 . 

Wann, D. , Dolan, T. , McGeorge, K. , Allison, J. , 1994. Relationships between
spectator identification and spectators’ perceptions of influence, spec-

tators’ emotions, and competition outcome. Journal of Sport and Ex-
ercise Psychology 16, 347–364 . 

Wright, W. , Bower, G. , 1992. Mood effects on subjective probability as-

sessment. Organizational Behavior and Human Decision Processes 52,
276–291 . 

http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0061
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0061
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0062
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0062
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0062
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0062
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0062
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0063
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0063
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0063
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0063
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0063
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0063
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0063
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0063
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0063
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0063
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0063
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0063
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0063
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0063
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0063
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0064
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0064
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0064
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0065
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0065
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0065
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0065
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0065
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0066
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0066
http://refhub.elsevier.com/S0304-405X(16)30079-4/sbref0066

	Clouded judgment: The role of sentiment in credit origination
	1 Introduction
	2 Related literature
	3 Empirical design and data
	3.1 Sunshine as a mood primer
	3.2 Weather data
	3.3 Loan officers and the loan review process
	3.4 Loan data and sample construction

	4 Main results
	4.1 Loan approvals
	4.2 Cross-sectional and time-series evidence
	4.3 Loan pricing
	4.4 Loan performance and real effects

	5 Economic channels
	5.1 Risk tolerance
	5.2 Mood attribution
	5.3 Allocation of effort

	6 Conclusion
	Appendix A Variable definitions
	 Weather variables
	 HMDA variables
	 LPS variables

	Appendix B Reasons for loan denials
	 References


